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PARTIAL FOURIER APPROXIMATION OF THE LAM

�

E EQUATIONS IN

AXISYMMETRIC DOMAINS

Boniface Nkemzi

�

and Bernd Heinrich

y

Abstract

In this paper, we study the partial Fourier method for treating the Lam�e equations in three-

dimensional axisymmetric domains subjected to nonaxisymmetric loads. We consider the mixed bound-

ary value problem of the linear theory of elasticity with the displacement û, the body force

^

f 2 (L

2

)

3

and homogeneous Dirichlet and Neumann boundary conditions. The partial Fourier decomposition

reduces, without any error, the three-dimensional boundary value problem to an in�nite sequence of

two-dimensional boundary value problems, whose solutions û

n

(n = 0;1; 2; � � �) are the Fourier coe�-

cients of û. This process of dimension reduction is described, and appropriate function spaces are given

to characterize the reduced problems in two dimensions. The trace properties of these spaces on the

rotational axis and some properties of the Fourier coe�cients û

n

are proved, which are important for

further numerical treatment, e.g. by the �nite-element method. Moreover, generalized completeness

relations are described for the variational equation, the stresses and the strains. The properties of the

resulting system of two-dimensional problems are characterized. Particularly, a priori estimates of the

Fourier coe�cients û

n

and of the error of the partial Fourier approximation are given.

1 Introduction

The �nite-element method has proved to be a very e�cient and exible numerical method for

solving approximately problems in engineering and physics based on variational principles,

see e.g. [1, 6, 21] . However, the application of the �nite-element method for approximating

three-dimensional boundary value problems (BVP), particularly in the theory of elasticity,

involves the discretization of complex structures and the solution of large system of equations

for which the cost, despite the advanced computational possibilities, may be extremly high.

It is therefore still important to analyse approaches which simplify the solution process of

three-dimensional problems, reduce the cost or admit an e�ective parallelization.

Considerable computational advantages can be achieved, if special geometrical and material

properties of the elastic body are given and taken into account, as e.g. for axisymmetric

solids subjected to nonaxisymmetric loads. Here, a dimension reduction can be obtained by

applying partial Fourier analysis, which relies on the Fourier series expansion with respect

to the rotational angle '. By this means, the three-dimensional boundary value problem can

be reduced to a sequence of two-dimensional boundary value problems, which do not depend

on the rotational angle '.

For the Lam�e operator in three-dimensional axisymmetric domains with homogeneous and

isotropic material properties, the reduced boundary value problems in two dimensions are

posed on the meridian of the domain; they are decoupled and can be solved in parallel. In

general, for boundary value problems in two dimensions, standard tools for pre- and post-

processing as well as �nite element algorithms and solvers are available and can be applied

more easily than in three dimensions.

The application of the partial Fourier approximation (truncated partial Fourier series) for

the dimension reduction, as a �rst step, and the subsequent discretization of the �nite num-

ber of reduced problems by the �nite-element method, as the second step, yields to the

so-called Fourier-�nite-element method. This method is often applied in engineering to ap-

proximate the solutions of boundary value problems in the theory of elasticity and in heat

�
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conduction, see e.g. [1, 3, 7, 9, 10, 12, 15, 16, 17, 18]; see also [4, 5, 11] for the approximat-

ing Fourier method. The mathematical framework of the Fourier-�nite-element method for

solving the Poisson equation and related problems is studied in [2, 8, 9, 10, 12, 18], with

some extension to the Lam�e equations in [14]. In papers of the engineering literature about

the Fourier-�nite-element method for the boundary value problems in the theory of elastic-

ity (see e.g. [1, 3, 7, 15, 16, 17, 19, 20]) one �nds mainly the practical implementation and

experimental demonstration of the method. Particularly, further work is necessary to give

some mathematical framework of the method also in the case of the Lam�e equations.

In this paper, we consider the following model problem

��4û(x)� (�+ �)grad div û(x) =

^

f(x) in

^


;

û(x) = 0 on

^

�

D

; (1.1)

3

X

j=1

�̂

ij

(û(x))�̂

j

= 0 (i = 1; 2; 3) on

^

�

N

;

where û is the displacement vector,

^

f the body force, � and � are the Lam�e-coe�cients,

^

�

D

and

^

�

N

are disjoint parts of the boundary

^

� of

^


 with Dirichlet and Neumann conditions,

respectively, �̂

ij

(û) are the components of the stress tensor, and �̂

j

the components of the

unit outer normal on

^

�

N

.

The main objective of this paper is to give the analytical framework of the partial Fourier

decomposition and approximation for studying the boundary value problems of the lin-

ear theory of elasticity in three-dimensional axisymmetric domains with nonaxisymmetric

data. Here, we describe the approach and de�ne appropriate function spaces on the two-

dimensional meridian domain 


a

(


a

generates the three-dimensional axisymmetric domain

^


 � R

3

) needed for the two-dimensional boundary value problems. Especially in the case

where the boundary @


a

of 


a

satis�es @


a

\ fr = 0g 6= ; (i.e.

^


 contains the rotational

axis), these spaces are weighted Sobolev spaces, where the powers of the radial coordinate r

play the role of the weights.

In [3, 7, 15, 16] the trace properties of the Fourier coe�cients on the rotational axis have

been derived by mechanical considerations. In this paper, we shall con�rm the assertions

and give a rigorous mathematical proof for it.

Furthermore, functions over the three-dimensional domain

^


 are characterized by their

Fourier coe�cients via the generalized Parseval equations. The same is done for the func-

tionals connected with the boundary value problem. Here we shall also give completeness

relations which clarify the decomposition of function spaces related to

^


 into function spaces

connected with the meridian domain 


a

and which are needed to describe the behaviour

of the Fourier coe�cients. The properties of the two-dimensional boundary value problems

determining the Fourier coe�cients are studied, a priori estimates of the Fourier coe�cients

and of the error of the partial Fourier approximation are given, for

^

f 2 (L

2

(

^


))

3

and without

further regularity assumptions on the solution
^
u.

The paper is divided into four Sections. In Section 2, the boundary value problem, its vari-

ational formulation as well as the corresponding function spaces are given, also in terms of

cylindrical coordinates r; ', z. In Section 3, the partial Fourier analysis is discussed and the

corresponding function spaces on the plane meridian domain 


a

of the axisymmetric domain

^


 are de�ned to characterize the two-dimensional problems for the Fourier coe�cients. The

trace properties of the solutions on the rotational axis are proved. Completeness relations

are given to characterize the functions de�ned on

^


 by their Fourier coe�cients on 


a

. In

Section 4, the dimension reduction of the three-dimensional problem as well as the associate

boundary value problems in two dimensions are investigated and, �nally, a priori estimates

of their solutions and of the truncation error are given.
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2 The variational formulation of the boundary value problem

Let

^


 � R

3

be a bounded domain, with Lipschitz continuous and piecewise twice contin-

uously di�erentiable boundary

^

� := @

^


 (

^

� 2 C

0;1

\ PC

2

), and let

^

�

D

and

^

�

N

denote two

disjoint open subsets of

^

� such that

^

� =

^

�

D

[

^

�

N

and meas(

^

�

D

) > 0 (Lebesgue measure of

^

�

D

). Let (x

1

; x

2

; x

3

) be the Cartesian coordinates of the point x 2 R

3

. We assume that

the domain

^


 is axisymmetric with respect to the x

3

-axis, and that

^


 n �

0

is generated by

rotation of a plane meridian domain 


a

about the x

3

-axis, where �

0

is the part of the x

3

-axis

contained in

^


. De�ne �

a

:= @


a

n

�

�

0

(

�

�

0

: closure of �

0

) and suppose, for simplicity, that

�

0

and �

a

form right angles at the points P

i

=

�

�

0

\

�

�

a

(i = 1; 2); and that �

a

is straight-line

in some neighbourhood of P

1

and P

2

, see Figure 1. Thus, edges on @

^


 are admitted, but

conical points of the domain

^


 are excluded.

-

6

r

z




a

P

2

	

P

1

�

H

H

�

0

H

H

H

�

a

Figure 1

LetW

k

2

(

^


) (k = 0; 1; :::;W

0

2

= L

2

) denote the usual Sobolev spaces, and let

^

W (

^


) be de�ned

by

^

W (

^


) := (W

1

2

(

^


))

3

.

The variational solution of the boundary value problem (1:1) (cf. [6]) will be obtained by

looking for
^
u 2

^

V

0

(

^


) such that

^

b(
^
u;

^
v) =

^

f(
^
v) for any

^
v 2

^

V

0

(

^


); (2.1)

where

^

b(
^
u;

^
v) =

Z

^




n

�(div
^
u)(div

^
v) + 2�

3

X

i;j=1

e

ij

(
^
u)e

ij

(
^
v)

o

dx;

^

f (
^
v) =

Z

^




3

X

i=1

^

f

i

v̂

i

dx (2.2)

and

^

V

0

(

^


) = f
^
v 2

^

W (

^


) :
^
v = 0 on

^

�

D

g: (2.3)

The components of the linearized strain tensor (deformation) are derived from the displace-

ment vector �eld û by

e

ij

(
^
u) =

1

2

(

@û

i

@x

j

+

@û

j

@x

i

); i; j = 1; 2; 3:

The corresponding components of the linearized stress tensor are, according to Hooke's law,

�̂

ij

(
^
u) = �

�

3

X

k=1

e

kk

(
^
u)

�

�

ij

+ 2�e

ij

(
^
u); i; j = 1; 2; 3; (2.4)

3



where �

ij

denotes the Kronecker symbol, and �, � (�; � > 0) are the Lam�e coe�cients.

For the proof of the existence and uniqueness of the variational solution û 2

^

V

0

(

^


) of (2:1),

one employs Korn's inequality (cf. [13]),

Z

^




3

X

i;j=1

e

ij

(v̂)e

ij

(v̂)dx � Ckv̂k

2

(W

1

2

(

^


))

3

for v̂ 2

^

V

0

(

^


): (2.5)

Remark 2.1. For meas�

D

> 0, the mapping

kv̂k =

�

Z

^




3

X

i;j=1

je

ij

(v̂)j

2

dx

�

1=2

de�nes a norm on

^

V

0

(

^


) which is equivalent to the norm kv̂k

^

V

0

(

^


)

:= k
^
vk

(W

1

2

(

^


))

3

, cf. [6].

That is, there are constants C

1

and C

2

such that the following inequalities hold,

C

1

kv̂k

^

V

0

(

^


)

� kv̂k � C

2

kv̂k

^

V

0

(

^


)

for v̂ 2

^

V

0

(

^


): (2.6)

It is easy to prove that the bilinear and the linear forms de�ned by (2:2) are continuous over

V

0

(

^


) � V

0

(

^


) and V

0

(

^


),respectively. To prove the V

0

(

^


)-ellipticity of the bilinear form,

one uses Korn's inequality and relation (2.6). As a consequence of the Lax-Milgram lemma

(see e.g. [6]), there is a unique solution û 2 V

0

(

^


) of the variational problem (2:1). Thus,

the following theorem holds.

Theorem 2.1

Let

^

f 2 (L

2

(

^


))

3

and meas

^

�

D

> 0 be satis�ed. Further, let � > 0 and � > 0 be ful�lled.

Then, there exists a unique solution û 2 V

0

(

^


) of the variational problem (2:1). Moreover,

the following a priori estimate holds,

k
^
uk

V

0

(

^


)

� Ck

^

fk

(L

2

(

^


))

3

(2.7)

Proof: See e.g. [13].

Let r; '; z denote the cylindrical coordinates, i.e. x

1

= r cos'; x

2

= r sin '; x

3

= z. The

domain

^


 n �

0

is transformed by the corresponding one-to-one mapping into the domain


 := 


a

� (��; �], with cylindrical coordinates (r; z) 2 


a

and ' 2 (��; �]. We now

assume that

^

�

D

and

^

�

N

are such that they can be represented via the given mapping by

�

D

:= �

aD

� (��; �] and �

N

:= �

aN

� (��; �], i.e. �

aD

and �

aN

are that parts of the

boundary �

a

of 


a

which produce

^

�

D

and

^

�

N

, respectively, by rotation about the x

3

-axis.

Consequently, for each function û(x); x 2

^


 n �

0

, some function u(r; '; z) on 
 is de�ned

uniquely by

u(r; '; z) := û(r cos'; r sin '; z); (2.8)

and each vector �eld
^
u(x) = (û

1

(x); û

2

(x); û

3

(x))

T

; x 2

^


 n�

0

; is transformed uniquely into

a vector �eld u = (u

r

(r; '; z); u

'

(r; '; z); u

z

(r; '; z))

T

on 
 by (cf. [13])

u

r

= û

1

cos'+ û

2

sin ';

u

'

= �û

1

sin'+ û

2

cos'; (2.9)

u

z

= û

3

:

4



Accordingly, mappings L

2

(

^


 n �

0

) ! X

k

1=2

(
) and

^

W (

^


 n �

0

) ! W (
) are de�ned, with

X

0

1=2

(
) and W (
) given by (2:11). Hence we have (see e.g. [8; 12; 13])

L

�

2

(
) := fv = v(r; '; z) :

Z




jvj

2

drd'dz <1; 2�-periodic with respect to 'g;

X

0

1=2

(
) := fv = v(r; '; z) : r

1=2

v 2 L

�

2

(
)g;

W (
) := fv = (v

r

; v

'

; v

z

) 2 (X

0

1=2

(
))

3

:

@v

r

@r

;

@v

'

@r

;

@v

z

@r

;

@v

r

@z

; (2.10)

@v

'

@z

;

@v

z

@z

;

1

r

@v

r

@'

�

1

r

v

'

;

1

r

@v

'

@'

+

1

r

v

r

;

1

r

@v

z

@'

2 X

0

1=2

(
)g;

V

0

(
) := fv 2 W (
) : vj

�

D

= 0g:

The norms in the above spaces are derived from the norms of the corresponding Sobolev

spaces by using Cartesian coordinates. We get

kvk

X

0

1=2

(
)

=

n

Z




jvj

2

rdrd'dz

o

1=2

;

kvk

W (
)

=

n

Z




�

jv

r

j

2

+ jv

'

j

2

+ jv

z

j

2

+

�

�

�

@v

r

@r

�

�

�

2

+

�

�

�

@v

'

@r

�

�

�

2

+

�

�

�

@v

z

@r

�

�

�

2

+

�

�

�

@v

r

@z

�

�

�

2

+

�

�

�

@v

'

@z

�

�

�

2

+

�

�

�

@v

z

@z

�

�

�

2

+

�

�

�

1

r

(

@v

r

@'

� v

'

)

�

�

�

2

+

�

�

�

1

r

(

@v

'

@'

+ v

r

)

�

�

�

2

+

�

�

�

1

r

@v

z

@'

�

�

�

2

�

rdrd'dz

o

1=2

;

kvk

V

0

(
)

= kvk

W (
)

for v 2 V

0

(
): (2.11)

Further, the strain tensor "(u) = ("

rr

; "

''

; "

zz

; 

rz

; 

'r

; 

z'

)

T

can be expressed in terms of

the displacement vector �eld u in 
 by

2

6

6

6

6

6

6

6

4

"

rr

"

''

"

zz



rz



'r



z'

3

7

7

7

7

7

7

7

5

=

2

6

6

6

6

6

6

6

6

6

6

6

6

4

@

@r

0 0

1

r

1

r

@

@'

0

0 0

@

@z

@

@z

0

@

@r

1

r

@

@'

@

@r

�

1

r

0

0

@

@z

1

r

@

@'

3

7

7

7

7

7

7

7

7

7

7

7

7

5

2

6

4

u

r

u

'

u

z

3

7

5

; or in matrix form by " = Du: (2.12)

The stress tensor �(u) = (�

rr

; �

''

; �

zz

; �

rz

; �

'r

; �

z'

)

T

is given according to Hooke's law by

2

6

6

6

6

6

6

6

4

�

rr

�

''

�

zz

�

rz

�

'r

�

z'

3

7

7

7

7

7

7

7

5

=

E

(1 + �)(1� 2�)

2

6

6

6

6

6

6

6

4

1� � � � 0 0 0

� 1� � � 0 0 0

� � 1� � 0 0 0

0 0 0

1

2

� � 0 0

0 0 0 0

1

2

� � 0

0 0 0 0 0

1

2

� �

3

7

7

7

7

7

7

7

5

2

6

6

6

6

6

6

6

4

"

rr

"

''

"

zz



rz



'r



z'

3

7

7

7

7

7

7

7

5

(2.13)

or in matrix form by � = E", where E is Young's modulus of elasticity and � is Poisson's

ratio. The Lam�e co�cients � and � can be expressed in terms of E and � as follows (see e.g.

[13]):

� =

E�

(1 + �)(1� 2�)

; � =

E

2(1 + �)

: (2.14)

5



One easily observes that the relations � > 0; � > 0 correspond to E > 0; 0 < � <

1

2

.

The variational solution of the boundary value problem (1:1) in cylindrical coordinates is

obtained as follows (see e.g. [13; 15]). Find u 2 V

0

(
) such that

b(u;v) = f(v) for any v 2 V

0

(
); (2.15)

where

b(u;v) =

Z




("(u))

T

�(v)rdrd'dz; f(v) =

Z




f

T

vrdrd'dz: (2.16)

3 Partial Fourier decomposition of the solution

Let us consider the domain 
 := 


a

� (��; �], which is obtained from the axisymmetric

domain

^


 (or more precisely:

^


 n �

0

) by transformation in cylindrical coordinates. The

system of trigonometric functions

1; sin'; cos'; : : : ; cosn'; sin n'; : : : (3.1)

is orthogonal and complete in L

2

(��; �). Any function w = w('); w 2 L

2

(��; �) and

w being periodic with the period 2�, can be represented by a converging Fourier series

with respect to the system (3:1). Let u(r; '; z) 2 X

0

1=2

(
): Then, the function u(r; '; z) is,

according to the de�nition of X

0

1=2

(
), 2�-periodic with respect to ', and r

1=2

u is square

integrable on 
 = 


a

�(��; �]. It follows that u is square integrable on (��; �) with respect

to ' for almost any (r; z) 2 


a

. Consequently, u(r; '; z) can be represented by a Fourier

series converging in L

2

(��; �) for almost any (r; z) 2 


a

. For the components u

r

; u

'

; u

z

of

the displacement vector �eld u we de�ne the Fourier series as proposed in the engineering

literature (see e.g. [1; 3; 7; 15; 17; 20]):

u

r

(r; '; z) =

1

X

n=0

(u

s

rn

(r; z) cosn'+ u

a

rn

(r; z) sinn');

u

'

(r; '; z) =

1

X

n=0

(u

s

'n

(r; z)(� sinn') + u

a

'n

(r; z) cosn'); (3.2)

u

z

(r; '; z) =

1

X

n=0

(u

s

zn

(r; z) cosn'+ u

a

zn

(r; z) sinn');

with the symmetric and antisymmetric Fourier coe�cients de�ned by (useN := f1; 2; 3; : : :g):

u

s

t0

=

1

2�

Z

�

��

u

t

(r; '; z)d'; u

s

tn

=

1

�

Z

�

��

u

t

(r; '; z) cosn' d'; n 2 N; t = r; z;

u

a

t0

= 0; u

a

tn

=

1

�

Z

�

��

u

t

(r; '; z) sinn' d'; n 2 N; t = r; z; (3.3)

u

s

'0

= 0; u

s

'n

= �

1

�

Z

�

��

u

'

(r; '; z) sinn' d'; n 2 N;

u

a

'0

=

1

2�

Z

�

��

u

'

(r; '; z)d'; u

a

'n

=

1

�

Z

�

��

u

'

(r; '; z) cosn' d'; n 2 N:

We note that the modi�ed expansion of u

'

as given by (3.2) leads to a convenient decoupling

of the two-dimensional problems. For u = (u

r

(r; '; z); u

'

(r; '; z); u

z

(r; '; z))

T

2 W (
), it is

6



not evident from the de�nition of W (
) that the partial derivatives of the components of u

with respect to the coordinate variable ' are elements of the space X

0

1=2

(
): Neverthelesss,

we have

Lemma 3.1. Let u = (u

r

(r; '; z); u

'

(r; '; z); u

z

(r; '; z))

T

2 W (
) be satis�ed. Then rela-

tion

@u

t

@'

2 X

0

1=2

(
) holds for t = r; '; z.

Proof: First, we show

@u

r

@'

2 X

0

1=2

(
). Using r

max

:= maxfr : (r; z) 2 


a

g and the de�nition

of W (
) we obtain

1

r

2

max

Z




�

�

�

@u

r

@'

�

�

�

2

rdrd'dz =

1

r

2

max

Z




�

�

�

@u

r

@'

� u

'

+ u

'

�

�

�

2

rdrd'dz

� 2

Z




�

�

�

1

r

�

@u

r

@'

� u

'

�
�

�

�

2

rdrd'dz +

2

r

2

max

Z




ju

'

j

2

rdrd'dz <1:

Consequently,

@u

r

@'

2 X

0

1=2

(
) is ful�lled. The remaining assertions can be proved similarly.

Thus, the �rst order derivatives

@u

t

@r

;

@u

t

@'

;

@u

t

@z

(t = r; '; z) of the components of the function

u 2 W (
) can be represented by converging Fourier series according to (3:2). If

�

@u

t

@r

�

s

n

;

�

@u

t

@r

�

a

n

, : : : are the Fourier coe�cients of the derivatives

@u

t

@r

; : : :, then we have for t = r; z

@u

t

@r

=

1

X

n=0

��

@u

t

@r

�

s

n

cosn'+

�

@u

t

@r

�

a

n

sin n'

�

;

@u

t

@z

=

1

X

n=0

��

@u

t

@z

�

s

n

cosn'+

�

@u

t

@z

�

a

n

sin n'

�

;

@u

t

@'

=

1

X

n=1

��

@u

t

@'

�

s

n

(� sinn') +

�

@u

t

@'

�

a

n

cosn'

�

;

@u

'

@r

=

1

X

n=0

��

@u

'

@r

�

s

n

(� sinn') +

�

@u

'

@r

�

a

n

cosn'

�

; (3.4)

@u

'

@z

=

1

X

n=0

��

@u

'

@z

�

s

n

(� sinn') +

�

@u

'

@z

�

a

n

cosn'

�

;

@u

'

@'

=

1

X

n=1

��

@u

'

@'

�

s

n

cosn'+

�

@u

'

@'

�

a

n

sinn'

�

;

where the coe�cients are given by (n 2 N)

�

@u

t

@�

�

s

0

=

1

2�

Z

�

��

@u

t

(r; '; z)

@�

d';

�

@u

t

@�

�

s

n

=

1

�

Z

�

��

@u

t

(r; '; z)

@�

cosn' d';

�

@u

t

@�

�

a

0

= 0;

�

@u

t

@�

�

a

n

=

1

�

Z

�

��

@u

t

(r; '; z)

@�

sinn' d'; � = r; z;

�

@u

t

@'

�

s

n

= �

1

�

Z

�

��

@u

t

(r; '; z)

@'

sin n' d';

�

@u

t

@'

�

a

n

=

1

�

Z

�

��

@u

t

(r; '; z)

@'

cosn' d'; t = r; z; (3.5)

�

@u

'

@�

�

s

0

= 0;

�

@u

'

@�

�

s

n

= �

1

�

Z

�

��

@u

'

(r; '; z)

@�

sinn' d';
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�

@u

'

@�

�

a

0

=

1

2�

Z

�

��

@u

'

(r; '; z)

@�

d';

�

@u

t

@'

�

s=a

0

= 0 for t = r; '; z;

�

@u

'

@�

�

a

n

=

1

�

Z

�

��

@u

'

(r; '; z)

@�

cosn' d'; � = r; z;

�

@u

'

@'

�

s

n

=

1

�

Z

�

��

@u

t

(r; '; z)

@'

cosn' d';

�

@u

'

@'

�

a

n

=

1

�

Z

�

��

@u

t

(r; '; z)

@'

sinn' d':

Here and in the following, the notation u

s=a

means that some relation holds for u

s

as well as

u

a

.

Lemma 3.2. Let u 2 W (
) be satis�ed and the Fourier coe�cients of the series (3:2) and

(3:4) be de�ned according to (3:3) and (3:5), respectively. Then the following relations are

saties�ed:

(i)

�

@u

t

@r

�

s=a

n

=

@u

s=a

tn

@r

; (ii)

�

@u

t

@z

�

s=a

n

=

@u

s=a

tn

@z

for t = r; '; z; n 2N

0

;

(iii)

�

@u

t

@'

�

s=a

n

=

(

nu

s=a

t

: t = r; z; n 2 N;

�nu

s=a

tn

: t = '; n 2 N;

where u

s=a

tn

(t = r; '; z) are de�ned by (3:3), with N

0

:= f0; 1; 2; � � �g.

Proof: Let v(r; z) 2 C

1

0

(


a

) (space of in�nitely di�erentiable functions with compact sup-

port in 


a

). Then, owing to the de�nition of the Fourier coe�cients and to the integration

by parts, we get for t = r or t = z the relations

Z




a

u

s

tn

(r; z)

@v(r; z)

@r

drdz =

1

�

Z




a

�

Z

�

��

u

t

(r; '; z) cosn' d'

�

@v(r; z)

@r

drdz

= �

1

�

Z




a

�

Z

�

��

@u

t

@r

cosn' d'

�

v(r; z)drdz

= �

Z




a

�

@u

t

@r

�

s

n

v(r; z) drdz; n 2 N: (3.6)

Similarly, we get a corresponding relation for n = 0,

Z




a

u

s

t0

(r; z)

@v(r; z)

@r

drdz = �

Z




a

�

@u

t

@r

�

s

0

v(r; z) drdz: (3.7)

Taking into consideration the de�nition of the generalized �rst order derivative, we obtain

from (3:6) and (3:7) the relation

@u

s

tn

@r

=

�

@u

t

@r

�

s

n

for t = r; z and n 2 N

0

. By analogous

argumentation one proves the relations

@u

a

tn

@r

=

�

@u

t

@r

�

a

n

and

@u

s=a

tn

@z

=

�

@u

t

@z

�

s=a

n

for t = r; z,

furthermore

@u

s=a

'n

@r

=

�

@u

'

@r

�

s=a

n

and

@u

s=a

'n

@z

=

�

@u

'

@z

�

s=a

n

; n 2 N

0

:

Applying integration by parts and the periodicity condition u

t

j

��

= u

t

j

�

(t = r; '; z), which

holds for almost any (r; z) 2 


a

, we get the relations

�

@u

t

@'

�

a

n

=

1

�

Z

�

��

@u

t

@'

cosn'd' =

n

�

Z

�

��

u

t

(r; '; z) sinn'd' = nu

a

tn

;

�

@u

t

@'

�

s

n

= �

1

�

Z

�

��

@u

t

@'

sin n'd' =

n

�

Z

�

��

u

t

cosn'd' = nu

s

tn

; t = r; z; (3.8)

�

@u

'

@'

�

s

n

=

1

�

Z

�

��

@u

'

@'

cosn'd' =

n

�

Z

�

��

u

'

sinn'd' = �nu

s

'n

;

�

@u

'

@'

�

a

n

=

1

�

Z

�

��

@u

'

@'

sin n'd' = �

n

�

Z

�

��

u

'

cosn'd' = �nu

a

'n

; n 2 N;
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and assertion (iii) is proved too.

For the characterization of the Fourier coe�cients, employ the following spaces of functions

on 


a

(see e.g. [8; 12]), with real �:

L

2

(


a

) := fw = w(r; z) :

Z




a

jwj

2

drdz <1g;

L

2;�

(


a

) := fw = w(r; z) : r

�

w 2 L

2

(


a

)g;

W

1;2

�

(


a

) := fw 2 L

2;�

(


a

) :

@w

@r

;

@w

@z

2 L

2;�

(


a

)g; (3.9)

W

2;2

1=2

(


a

) := fw 2 W

1;2

1=2

(


a

) :

@

2

w

@r

2

;

@

2

w

@z

2

;

@

2

w

@r@z

2 L

2;1=2

(


a

)g;

X

1;2

1=2

(


a

) := fw 2 W

1;2

1=2

(


a

) : r

�1

w 2 L

2;1=2

(


a

)g:

These spaces are equipped with the norms

kwk

L

2

(


a

)

=

n

Z




a

jwj

2

drdz

o

1=2

; kwk

L

2;�

(


a

)

=

n

Z




a

jr

�

wj

2

drdz

o

1=2

;

kwk

W

1;2

�

(


a

)

=

n

kwk

2

L

2;�

(


a

)

+







@w

@r







2

L

2;�

(


a

)

+







@w

@z







2

L

2;�

(


a

)

o

1=2

;

jwj

W

2;2

1=2

(


a

)

=

n







@

2

w

@r

2







2

L

2;1=2

(


a

)

+







@

2

w

@z

2







2

L

2;1=2

(


a

)

+ 2







@

2

w

@r@z







2

L

2;1=2

(


a

)

o

1=2

; (3.10)

kwk

W

2;2

1=2

(


a

)

=

n

jwj

2

W

2;2

1=2

(


a

)

+ kwk

2

W

1;2

1=2

(


a

)

o

1=2

;

kwk

X

1;2

1=2

(


a

)

=

n







w

r







2

L

2;1=2

(


a

)

+







@w

@r







2

L

2;1=2

(


a

)

+







@w

@z







2

L

2;1=2

(


a

)

o

1=2

:

In [12] it was shown that these spaces are suitable for the analysis of the Fourier coe�cients

of the solutions of boundary value problems of heat conduction in axisymmetric domains.

However, for vector functions u 2 W (
), whose Fourier coe�cients are also vector functions

de�ned on 


a

, the function spaces introduced previously are not su�cient to study their

properties. For the mathematical analysis of the partial Fourier method for problems in

elasticity further function spaces are needed.

De�nition 3.1. Using w = (w

1

(r; z); w

2

(r; z); w

3

(r; z))

T

, we introduce the following sets of

functions:

V

a

(


a

) := fw = (w

1

; w

2

; w

3

)

T

2

�

W

1;2

1=2

(


a

)

�

3

: r

�1

w

1

; r

�1

w

2

2 L

2;1=2

(


a

)g;

W

a

(


a

) := fw = (w

1

; w

2

; w

3

)

T

2

�

W

1;2

1=2

(


a

)

�

3

:

r

�1

(w

1

� w

2

); r

�1

w

3

2 L

2;1=2

(


a

)g; (3.11)

V

a

0

(


a

) := fw 2 V

a

(


a

) : w = 0 on �

aD

g;

W

a

0

(


a

) := fw 2 W

a

(


a

) : w = 0 on �

aD

g:

It can easily be veri�ed that these spaces are linear spaces.

De�nition 3.2. In V

a

(


a

); W

a

(


a

); V

a

0

(


a

) and W

a

0

(


a

) we introduce the norms

kwk

V

a

(


a

)

:= fkw

1

k

2

X

1;2

1=2

(


a

)

+ kw

2

k

2

X

1;2

1=2

(


a

)

+ kw

3

k

2

W

1;2

1=2

(


a

)

g

1=2

;

9



kwk

V

a

0

(


a

)

:= kwk

V

a

(


a

)

for w 2 V

a

0

(


a

)

kwk

W

a

(


a

)

:=

n

3

X

i=1

kw

i

k

2

W

1;2

1=2

(


a

)

+







1

r

(w

1

� w

2

)







2

L

2;1=2

(


a

)

+







w

3

r







2

L

2;1=2

(


a

)

o

1=2

;

kwk

W

a

0

(


a

)

:= kwk

W

a

(


a

)

for w 2 W

a

0

(


a

):

It is not di�cult to show that the functionals given in (3:12) are indeed norms in the corre-

sponding linear spaces. Now we state that these normed spaces are complete.

Lemma 3.3. The normed linear spaces V

a

(


a

) and W

a

(


a

) are Banach spaces.

Proof. Here, we have to show that any fundamental sequence (Cauchy sequence) in V

a

(


a

)

and W

a

(


a

), repectively, converges. We will prove this assertion only for W

a

(


a

), the proof

for V

a

(


a

) can be done likewise.

Let fw

n

= (w

1n

(r; z); w

2n

(r; z); w

3n

(r; z))

T

g

1

n=1

be any fundamental sequence in W

a

(


a

).

We associate with fw

n

g another sequence fv

n

g

1

n=1

in W (
) and show that this is a funda-

mental sequence in W (
), and thus convergent, since W (
) is a Banach space. We de�ne

v

n

by

v

n

= (v

n

r

(r; '; z); v

n

'

(r; '; z); v

n

z

(r; '; z))

T

:= (w

1n

(r; z) sin'; w

2n

(r; z) cos'; w

3n

(r; z) sin')

T

; n 2 N: (3.12)

Using Fubini's theorem and the relation w

n

= (w

1n

; w

2n

; w

3n

) 2 W

a

(


a

); n 2 N, it can be

shown that v

n

2 W (
) for every n 2 N. For example, we get

kv

n

r

k

2

X

0

1=2

(
)

=

Z




a

Z

�

��

jw

1n

(r; z) sin'j

2

rdrd'dz = �kw

1n

k

2

L

2;1=2

(


a

)

<1: (3.13)

In the same way, we derive that the X

0

1=2

(
)-norm of the rest of the terms in the de�nition

of W (
) (see (2:11)) are bounded.

Let " and N(") be such that kw

n

�w

m

k

2

W

a

(


a

)

� "=(2�) for n;m � N(") holds: Then we

also get kv

n

�v

m

k

2

W (
)

� " for n;m � N("): Using the de�nition of k � k

W (
)

, expressions

of the type (3:13) and the triangle inequality, one easily proves the relation

kv

n

� v

m

k

2

W (
)

= �

n

3

X

i=1

kw

in

� w

im

k

2

W

1;2

1=2

(


a

)

+







1

r

(w

3n

� w

3m

)







2

L

2;1=2

(


a

)

+ 2







1

r

[((w

1n

� w

2n

)�

1

r

(w

1m

� w

2m

)]







2

L

2;1=2

(


a

)

o

� 2�kw

n

�w

m

k

2

W

a

(


a

)

� "; for n;m > N("): (3.14)

It follows from (3:14) that the sequence fv

n

g

1

n=1

is a Cauchy sequence in W (
) and thus

convergent. Let us denote by v = (w

1

(r; z) sin';w

2

(r; z) cos';w

3

(r; z) sin')

T

its limit. In

what follows we show that the fundamental sequence fw

n

g

1

n=1

in W

a

(


a

) converges to-

wards w = (w

1

(r; z); w

2

(r; z); w

3

(r; z))

T

and that w 2 W

a

(


a

) holds. Using the de�nition of

k�k

W (
)

and k�k

W

a

(


a

)

one easily deduces the inequalities kwk

2

W

a

(


a

)

�

1

�

kvk

2

W (
)

<1

and kw

n

�wk

2

W

a

(


a

)

�

1

�

kv

n

� vk

2

W (
)

< 1: This implies w

n

! w 2 W

a

(


a

), and the

assertion is proved.

In the following, we characterize functions u 2 W (
) by means of their Fourier coe�cients

and some completeness relations.
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Lemma 3.4. Let u

s

n

= (u

s

rn

; u

s

'n

; u

s

zn

)

T

and u

a

n

= (u

a

rn

; u

a

'n

; u

a

zn

)

T

(cf. (3:3)) represent the

symmetric and the antisymmetric parts of the Fourier coe�cients of the function u 2 W (
).

For t = r; '; z, we get the completeness relations

ku

t

k

2

X

0

1=2

(
)

= 2�ku

s

t0

k

2

L

2;1=2

(


a

)

+ �

1

X

n=1

�

ku

s

tn

k

2

L

2;1=2

(


a

)

+ ku

a

tn

k

2

L

2;1=2

(


a

)

�

<1;(3.15)

moreover,

kuk

2

W (
)

= 2�

n

ku

s

r0

k

2

W

1;2

1=2

(


a

)

+ ku

s

z0

k

2

W

1;2

1=2

(


a

)

+ ku

a

'0

k

2

W

1;2

1=2

(


a

)

+







1

r

u

s

r0







2

L

2;1=2

(


a

)

+







1

r

u

a

'0







2

L

2;1=2

(


a

)

o

+ �

1

X

n=1

X

e2fs;ag

n

ku

e

rn

k

2

W

1;2

1=2

(


a

)

+ ku

e

'n

k

2

W

1;2

1=2

(


a

)

+ ku

e

zn

k

2

W

1;2

1=2

(


a

)

+







1

r

(u

e

rn

� nu

e

'n

)







2

L

2;1=2

(


a

)

+







1

r

(nu

e

rn

� u

e

'n

)







2

L

2;1=2

(


a

)

+ n

2







1

r

u

e

zn

k

2

L

2;1=2

(


a

)

o

<1; (3.16)

where

P

e2fs;ag

means summation over s and a. Furthermore, the inequality

kuk

2

W (
)

� 2�fku

s

0

k

2

V

a

(


a

)

+ ku

a

0

k

2

V

a

(


a

)

g+ �

1

X

n=1

fku

s

n

k

2

W

a

(


a

)

+ ku

a

n

k

2

W

a

(


a

)

g (3.17)

holds.

Proof: Starting from

u

s

rn

=

1

�

Z

�

��

u

r

(r; '; z) cosn'd'; n 2 N;

and using the Cauchy-Schwarz inequality, we get the expression

ju

s

rn

j

2

�

1

�

2

Z

�

��

ju

r

(r; '; z)j

2

d'

Z

�

��

j cosn'j

2

d' =

1

�

Z

�

��

ju

r

(r; '; z)j

2

d'; n 2 N; (3.18)

and similarly one deduces the relation

ju

r0

j

2

�

1

4�

2

Z

�

��

ju

r

(r; '; z)j

2

d'

Z

�

��

d' =

1

2�

Z

�

��

ju

r

(r; '; z)j

2

d': (3.19)

Multiplying the expressions (3:18) and (3:19) respectively with r (r > 0), integrating by

parts over 


a

, and applying the theorem of Fubini, we get the inequality

Cku

s

rn

k

2

L

2;1=2

(


a

)

� ku

r

k

2

X

0

1=2

(
)

<1; (3.20)

with C = 2� for n = 0 and C = � for n 2 N. In the same way, one veri�es the relation

Cku

a

rn

k

2

L

2;1=2

(


a

)

� ku

r

k

2

X

0

1=2

(
)

<1 and similar relations for u

s=a

'n

, u

s=a

zn

, i.e. we have

Cku

s=a

tn

k

2

L

2;1=2

(


a

)

� ku

t

k

2

X

0

1=2

(
)

<1; n 2 N

0

; for t = r; '; z: (3.21)

This implies u

s=a

rn

; u

s=a

'n

; u

s=a

zn

2 L

2;1=2

(


a

). For the system of functions (3:1) we get the

completeness relation

Z

�

��

ju

t

(r; '; z)j

2

d' = 2�ju

t0

(r; z)j

2

+ �

1

X

n=1

�

ju

s

tn

(r; z)j

2

+ ju

a

tn

(r; z)j

2

�

<1 (t = r; '; z);
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which holds for almost every (r; z) 2 


a

(see e.g. [4]). Multiplying both sides of this equa-

tion with r (r > 0) and integrating over 


a

, we prove by applying the well-known theorems

of Fubini and Lebesgue the identity (3:15). For u 2 W (
), we get u

r

; u

'

; u

z

;

@u

r

@r

;

@u

'

@r

;

@u

z

@r

;

1

r

(

@u

'

@'

+ u

r

);

1

r

(

@u

r

@'

� u

'

);

1

r

@u

z

@'

;

@u

r

@z

;

@u

'

@z

;

@u

z

@z

2 X

0

1=2

(
) (cf. (2:11)). Therefore, the

Fourier coe�cients of these functions ful�l relations of the form (3:20) and (3:21):Moreover,

for each term quoted previously completeness relations of the type (3:15) can be shown.

The relation (3:16) follows from the de�nition of kuk

W (
)

(cf. (2:11)) and Lemma 3.2. In-

equality (3:17) follows immediately from the identity (3:16) and the de�nition of the norms

k:k

V

a

(


a

)

and k:k

W

a

(


a

)

, taking into consideration the relations u

s

0

= (u

s

r0

; 0; u

s

z0

)

T

and

u

a

0

= (0; u

a

'0

; 0)

T

.

Previously, it was proved that by De�nition 3.1 complete normed spaces are given. How-

ever, to show that these spaces are appropriate for the analysis of the Fourier coe�cients

u

s=a

n

; n 2 N

0

(cf. (3:3)), of the solution u 2 V

0

(
) of the three-dimensional boundary value

problem (2:15), we still have to prove that the Fourier coe�cients are contained in these

spaces. Moreover, these spaces contain additional weights of the form r

�1

and in the case

where �

0

6= ; (see Figure 1), it is important to investigate the behaviour of u

s=a

n

for r = 0, in

particular in view of the numerical solution of the boundary value problems determining the

Fourier coe�cients on the meridian plane 


a

. The engineers derived the trace properties of

the Fourier coe�cients u

s=a

n

on the part �

0

of the rotational axis by mechanical considera-

tions (see e.g. [3; 7; 15; 16]). Mercier/Raugel (cf. [12]) gave a basic assertion for functions

w 2 X

1;2

1=2

(


a

), which is formulated in Lemma 3.5.

Lemma 3.5. Let X

1;2

1=2

(


a

) be de�ned as in (3:9), with �

0

6= ;. Then, there is a continu-

ous linear mapping  : X

1;2

1=2

(


a

) ! L

2

(�

0

) such that for all w 2 X

1;2

1=2

(


a

) the relation

w = w(0; z) = 0 holds in L

2

(�

0

).

Proof: See [12] Proposition 4.1.

In the following, we prove some assertions on the traces of the Fourier coe�cients u

s=a

n

of u,

n 2 N

0

.

Lemma 3.6. Let u 2 V

0

(
) be satis�ed and let u

s

n

= (u

s

rn

; u

s

'n

; u

s

zn

)

T

and u

a

n

=

(u

a

rn

; u

a

'n

; u

a

zn

)

T

; n 2 N

0

, respectively denote the symmetric and antisymmetric Fourier

coe�cients de�ned according to (3:3). Then the following relations are ful�lled:

(i) u

s

0

; u

a

0

2 V

a

0

(


a

); u

s

n

; u

a

n

2 W

a

0

(


a

); n 2 N;

(ii) u

s=a

r0

= u

s=a

'0

= 0 on �

0

; (3.22)

(iii) u

s=a

r1

= u

s=a

'1

and u

s=a

z1

= 0 on �

0

;

u

s=a

rn

= u

s=a

'n

= u

s=a

zn

= 0 on �

0

; for n � 2:

Proof: (i) It follows from the de�nition of the Fourier coe�cients of u (see (3:3)) that

u

s

0

= (u

s

r0

; 0; u

s

z0

)

T

and u

a

0

= (0; u

a

'0

; 0)

T

. With the help of completeness relation (3:16) and

the de�nition of V

a

(


a

), we obtain u

s

0

; u

a

0

2 V

a

(


a

). Moreover, identity (3:16) also implies

the relations

1

r

(u

s=a

rn

� nu

s=a

'n

);

1

r

(nu

s=a

rn

� u

s=a

'n

) 2 L

2;1=2

(


a

); n 2 N: Since

1

r

(u

s=a

rn

� nu

s=a

'n

) +

1

r

(nu

s=a

rn

� u

s=a

'n

) = (n + 1)

1

r

(u

s=a

rn

� u

s=a

'n

) holds, we also have

1

r

(u

s=a

rn

� u

s=a

'n

) 2 L

2;1=2

(


a

) for

n 2 N. Together with

1

r

u

s=a

zn

2 L

2;1=2

(


a

), we get u

s

n

; u

a

n

2 W

a

(


a

); n 2 N. The boundary

condition u

s

n

= u

a

n

= 0 on �

aD

(n 2N

0

) follows from u = 0 on �

D

= �

aD

� (��; �] (see the

de�nition of V

0

(
)).

(ii) Assertion (ii) obviously follows from (i), the de�nition of V

a

(


a

) and Lemma 3.5.

(iii) In the following, we show that the relations u

s=a

r1

� u

s=a

'1

; u

s=a

z1

2 X

1;2

1=2

(


a

), and for

12



n 2 N n f1g, u

s=a

rn

; u

s=a

'n

; u

s=a

zn

2 X

1;2

1=2

(


a

) are satis�ed. Owing to (3:16) and (i), the terms

1

r

(u

s=a

rn

�nu

s=a

'n

);

@u

s=a

rn

@r

�n

@u

s=a

'n

@r

;

@u

s=a

rn

@z

�n

@u

s=a

'n

@z

; and

1

r

(nu

s=a

rn

�u

s=a

'n

); n

@u

s=a

rn

@r

�

@u

s=a

'n

@r

; n

@u

s=a

rn

@z

�

@u

s=a

'n

@z

are elements of the function space L

2;1=2

(


a

). Moreover, repeating arguments from

(i), we see that u

s=a

rn

� nu

s=a

'n

; nu

s=a

rn

� u

s=a

'n

2 X

1;2

1=2

(


a

) holds. According to Lemma 3.5 the

identities u

s=a

rn

� nu

s=a

'n

= 0, nu

s=a

rn

� u

s=a

'n

= 0 on �

0

, for n 2 N, are obvious. From here, one

easily sees that the relations u

s=a

r1

= u

s=a

'1

on �

0

and u

s=a

rn

= u

s=a

'n

= 0 on �

0

for n = 2; 3; 4; : : :

are satis�ed. For the components u

s=a

zn

; n 2 N; one again uses (3:16) and Lemma 3.5 to

complete the proof.

4 Partial Fourier decomposition of the BVP

In the previous section, we were mainly concerned with the analysis of the partial Fourier

series expansion and with the study of the properties of the Fourier coe�cients of the solution

u 2 W (
) of the three-dimensional boundary value problem. The aim of this section consists

in decomposing the three-dimensional variational problem (2:15) into a sequence of two-

dimensional variational problems on the meridian plane 


a

using partial Fourier analysis.

Moreover, we show that there are unique solutions of the two-dimensional boundary value

problems and that these solutions are the Fourier coe�cients of the solution u 2 W (
) of

(2:15). For simplicity, we introduce the following notations:

u

s=a

n

= (u

s=a

rn

(r; z); u

s=a

'n

(r; z); u

s=a

zn

(r; z))

T

;

f

s=a

n

= (f

s=a

rn

(r; z); f

s=a

'n

(r; z); f

s=a

zn

(r; z))

T

;

"

s=a

n

= ("

s=a

rrn

; "

s=a

''n

; "

s=a

zzn

; 

s=a

rzn

; 

s=a

'rn

; 

s=a

z'n

)

T

;

�

s=a

n

= (�

s=a

rrn

; �

s=a

''n

; �

s=a

zzn

; �

s=a

rzn

; �

s=a

'rn

; �

s=a

z'n

)

T

; (4.1)

R

s

n

= diag[cosn'; � sinn'; cosn'];

R

a

n

= diag[sinn'; cosn'; sin n'];

Q

s

n

= diag[cosn'; cosn'; cosn'; cosn'; � sinn'; � sinn'];

Q

a

n

= diag[sinn'; sin n'; sin n'; sinn'; cosn'; cosn'];

D

n

=

2

6

6

6

6

6

6

6

6

6

6

6

4

@

@r

0 0

1

r

�

n

r

0

0 0

@

@z

@

@z

0

@

@r

n

r

@

@r

�

1

r

0

0

@

@z

n

r

3

7

7

7

7

7

7

7

7

7

7

7

5

:

Here, R

s=a

n

and Q

s=a

n

are diagonal matrices with the given diagonal elements.

Theorem 4.1. Let u;v 2 W (
) and f 2 (X

0

1=2

(
))

3

be satis�ed, and let the strain " and the

stress tensors � be de�ned as in (2:12) and (2:13), respectively. Then the following assertions

are satis�ed:

(i) The strain and stress tensors can be represented by converging Fourier series of the form

" =

1

X

n=0

(Q

s

n

"

s

n

+Q

a

n

"

a

n

) ; with "

s=a

n

= D

n

u

s=a

n

; (4.2)
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� =

1

X

n=0

(Q

s

n

�

s

n

+Q

a

n

�

a

n

) ; with �

s=a

n

= E"

s=a

n

and E from (2:13): (4.3)

(ii) The strain tensor " and its Fourier coe�cients "

s=a

n

satisfy the completeness relation

k"(v)k

2

(X

0

1=2

(
))

6

= 2�fk"

s

0

(v

s

0

)k

2

(L

2;1=2

(


a

))

6

+ k"

a

0

(v

a

0

)k

2

(L

2;1=2

(


a

))

6

g

+ �

1

X

n=1

fk"

s

n

(v

s

n

)k

2

(L

2;1=2

(


a

))

6

+ k"

a

n

(v

a

n

)k

2

(L

2;1=2

(


a

))

6

g <1: (4.4)

(iii) The bilinear form b(u;v) and the linear functional f(v) from (2:16) can be represented

in the form

b(u;v) = 2�fb

0

(u

s

0

;v

s

0

) + b

0

(u

a

0

;v

a

0

)g+ �

1

X

n=1

fb

n

(u

s

n

;v

s

n

) + b

n

(u

a

n

;v

a

n

)g; (4.5)

f(v) = 2�ff

s

0

(v

s

0

) + f

a

0

(v

a

0

)g+ �

1

X

n=1

ff

s

n

(v

s

n

) + f

a

n

(v

a

n

)g: (4.6)

The bilinear forms b

n

(u

s=a

n

;v

s=a

n

) and the linear functionals f

s=a

n

(v

s=a

n

), n 2 N

0

, from (4:5)

and (4:6), in particular with u

s

0

= (u

s

r0

; 0; u

s

z0

)

T

and u

a

0

= (0; u

a

'0

; 0)

T

, are given by

b

n

(u

s=a

n

;v

s=a

n

) =

Z




a

�

"

s=a

n

(u

s=a

n

)

�

T

�

s=a

n

(v

s=a

n

)rdrdz

=

E

(1 + �)(1� 2�)

Z




a

n

(1� �)

h

@u

s=a

rn

@r

@v

s=a

rn

@r

+

n

2

r

2

u

s=a

'n

v

s=a

'n

�

n

r

2

u

s=a

'n

v

s=a

rn

�

n

r

2

u

s=a

rn

v

s=a

'n

+

1

r

2

u

s=a

rn

v

s=a

rn

+

@u

s=a

zn

@z

@v

s=a

zn

@z

i

+ �

h

1

r

@u

s=a

rn

@r

v

s=a

rn

�

n

r

@u

s=a

rn

@r

v

s=a

'n

+

@u

s=a

rn

@r

@v

s=a

zn

@z

�

n

r

u

s=a

'n

@v

s=a

rn

@r

�

n

r

u

s=a

'n

@v

s=a

zn

@z

+

1

r

u

s=a

rn

@v

s=a

rn

@r

+

1

r

u

s=a

rn

@v

s=a

zn

@z

+

@u

s=a

zn

@z

@v

s=a

rn

@r

�

n

r

@u

s=a

zn

@z

v

s=a

'n

+

1

r

@u

s=a

zn

@z

v

s=a

rn

i

+

1� 2�

2

h

@u

s=a

'n

@r

@v

s=a

'n

@r

+

n

r

@u

s=a

'n

@r

v

s=a

rn

�

1

r

@u

s=a

'n

@r

v

s=a

'n

+

n

r

u

s=a

rn

@v

s=a

'n

@r

+

n

2

r

2

u

s=a

rn

v

s=a

rn

�

n

r

2

u

s=a

rn

v

s=a

'n

�

1

r

u

s=a

'n

@v

s=a

'n

@r

�

n

r

2

u

s=a

'n

v

s=a

rn

+

1

r

2

u

s=a

'n

v

s=a

'n

+

@u

s=a

zn

@r

@v

s=a

zn

@r

+

@u

s=a

zn

@r

@v

s=a

rn

@z

+

@u

s=a

rn

@z

@v

s=a

zn

@r

+

@u

s=a

rn

@z

@v

s=a

rn

@z

+

n

2

r

2

u

s=a

zn

v

s=a

zn

+

n

r

u

s=a

zn

@v

s=a

'n

@z

+

n

r

@u

s=a

'n

@z

v

s=a

zn

+

@u

s=a

'n

@z

@v

s=a

'n

@z

io

rdrdz; (4.7)

f

s=a

n

(v

s=a

n

) =

Z




a

f

s=a

T

n

v

s=a

n

rdrdz =

Z




a

ff

s=a

rn

v

s=a

rn

+ f

s=a

'n

v

s=a

'n

+ f

s=a

zn

v

s=a

zn

grdrdz: (4.8)

Proof: (i) Since u = (u

r

; u

'

; u

z

)

T

2 W (
) is satis�ed, the functions u

r

; u

'

; u

z

as

well as their �rst order partial derivatives are contained in X

0

1=2

(
) (cf. (2:11) and Lemma

14



3.1). Consequently, the components of the strain and stress tensors can be expressed by

converging Fourier series using the series (3:2) and (3:4). Finally, using the relations given

by Lemma 3.2, the de�nition of "

s=a

n

and �

s=a

n

and the notations (4:1), one easily shows that

the expressions (4:2) and (4:3), respectively, represent the Fourier series expansion of " and

� with respect to the system of trigonometric functions (3:1).

(ii) The proof of (4:4) is analogous to the proof of (iii) given next.

(iii) Let b(u;v) be de�ned as in (2:16). Using the relations (4:2) and (4:3) we get by applying

the results of the theorems of Lebesgue and Fubini the following identities:

b(u;v) =

Z




("(u))

T

�(v)rdrd'dz

=

Z




n

1

X

n=0

h

(Q

s

n

"

s

n

(u

s

n

))

T

+ (Q

a

n

"

a

n

(u

a

n

))

T

i

1

X

m=0

[Q

s

m

�

s

m

(v

s

m

) +Q

a

m

�

a

m

(v

a

m

)]

o

rdrd'dz

=

1

X

n=0

1

X

m=0

Z




a

Z

�

��

n

("

s

n

(u

s

n

))

T

Q

sT

n

Q

s

m

�

s

m

(v

s

m

) + ("

a

n

(u

a

n

))

T

Q

aT

n

Q

a

m

�

a

m

(v

a

m

)

+ ("

s

n

(u

s

n

))

T

Q

sT

n

Q

a

m

�

a

m

(v

a

m

) + ("

a

n

(u

a

n

))

T

Q

aT

n

Q

s

m

�

s

m

(v

s

m

)

o

d'rdrdz

=

1

X

n=0

1

X

m=0

Z




a

n

("

s

n

(u

s

n

))

T

Z

�

��

Q

sT

n

Q

s

m

d' �

s

m

(v

s

m

)

+ ("

a

n

(u

a

n

))

T

Z

�

��

Q

aT

n

Q

a

m

d' �

a

m

(v

a

m

) + ("

s

n

(u

s

n

))

T

Z

�

��

Q

sT

n

Q

a

m

d' �

a

m

(v

a

m

)

+ ("

a

n

(u

a

n

))

T

Z

�

��

Q

aT

n

Q

s

m

d' �

s

m

(v

s

m

)

o

rdrdz: (4.9)

The integrals

R

�

��

Q

sT

n

Q

s

m

d';

R

�

��

Q

aT

n

Q

a

m

d';

R

�

��

Q

sT

n

Q

a

m

d'; and

R

�

��

Q

aT

n

Q

s

m

d'

contain expressions of the type (see (4:1))

Z

�

��

cosn' cosm'd' =

8

>

<

>

:

0 : n 6= m

� : n = m 6= 0

2� : n = m = 0

Z

�

��

sinn' sinm'd' =

8

>

<

>

:

0 : n 6= m

� : n = m 6= 0

0 : n = m = 0

(4.10)

Z

�

��

sin n' cosn'd' = 0; n 2 N

0

:

It follows from (4:9) and (4:10) that

b(u;v) =

1

X

n=0

Z




a

n

("

s

n

(u

s

n

))

T

Z

�

��

Q

sT

n

Q

s

m

d' �

s

m

(v

s

m

)

+ ("

a

n

(u

a

n

))

T

Z

�

��

Q

aT

n

Q

a

m

d' �

a

m

(v

a

m

)

o

rdrdz

= 2�

Z




a

n

("

s

0

(u

s

0

))

T

�

s

0

(v

s

0

) + ("

a

0

(u

a

0

))

T

�

a

0

(v

a

0

)

o

rdrdz

+ �

1

X

n=1

Z




a

n

("

s

n

(u

s

n

))

T

�

s

n

(v

s

n

) + ("

a

n

(u

a

0

))

T

�

a

n

(v

a

n

)

o

rdrdz

= 2�fb

0

(u

s

0

;v

s

0

) + b

0

(u

a

0

;v

a

0

)g+ �

1

X

n=1

fb

n

(u

s

n

;v

s

n

) + b

n

(u

a

n

;v

a

n

)g:
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Similarly, using for f Fourier series expansion of the type (3:2), (3:3) and the notation in

(4:1), one gets the relations

f(v) =

Z




f

T

vrdrd'dz

=

1

X

n=0

Z




a

n

f

sT

n

Z

�

��

R

sT

n

R

s

n

d'v

s

n

+ f

aT

n

Z

�

��

R

aT

n

R

a

n

d'v

a

n

o

rdrdz

= 2�

n

Z




a

f

sT

0

v

s

0

rdrdz +

Z




a

f

aT

0

v

a

0

rdrdz

o

+ �

1

X

n=1

n

Z




a

f

sT

n

v

s

n

rdrdz +

Z




a

f

aT

n

v

a

n

rdrdz

o

= 2�ff

s

0

(v

s

0

) + f

a

0

(v

a

0

)g+ �

1

X

n=1

ff

s

n

(v

s

n

) + f

a

n

(v

a

n

)g:

In Theorem 4.1 it is proved above all that the symmetric bilinear form b(u;v) and the linear

functional f(v) in three dimensions can be represented by converging series. For n 2 N

0

,

the terms b

n

(u

s=a

n

;v

s=a

n

) are obviously symmetric bilinear forms, and the terms f

s=a

n

(v

s=a

n

),

n 2 N

0

, are linear forms in the corresponding function spaces on 


a

. Moreover, from the rep-

resentation of b(u;v) and f(v) in Theorem 4.1 one can derive a sequence of two-dimensional

variational problems, which are totally decoupled and can be solved independently from each

other.

Theorem 4.2. Let u

s

n

and u

a

n

be the Fourier coe�cients of the solution u 2 V

0

(
) of the

three-dimensional variational problem (2:15). Then u

s

n

and u

a

n

, n 2 N

0

, are unique solutions

of the following two-dimensional variational problems.

Find functions

u

s

0

= (u

s

r0

; 0; u

s

z0

)

T

; u

a

0

= (0; u

a

'0

; 0)

T

2 V

a

0

(


a

) and

u

s

n

= (u

s

rn

; u

s

'n

; u

s

zn

)

T

; u

a

n

= (u

a

rn

; u

a

'n

; u

a

zn

)

T

2 W

a

0

(


a

); n 2 N;

satisfying the equations

b

0

(u

s

0

;w) = f

s

0

(w); (4.11)

b

0

(u

a

0

;w) = f

a

0

(w) for w 2 V

a

0

(


a

); (4.12)

b

n

(u

s

n

;w) = f

s

n

(w); (4.13)

b

n

(u

a

n

;w) = f

a

n

(w) for w 2 W

a

0

(


a

); n 2 N; (4.14)

where the bilinear forms b

n

(u

s=a

n

;w) and the linear forms f

s=a

n

(w), n 2 N

0

, are de�ned by

(4:7) and (4:8), respectively.

Proof: We consider the variational equation (2:15), with b(u;v) and f(v) according to the

completeness relations (4:5) and (4:6). For proving the decoupling, we de�ne some special

test functions as follows:

v

(0)

:= (w

r

(r; z); 0; w

z

(r; z))

T

2 V

a

0

(


a

);

v

(n)

:= (w

r

(r; z) cosn'; w

'

(r; z)(� sinn'); w

z

(r; z) cosn')

T

for n 2 N; (4.15)

with (w

r

(r; z); w

'

(r; z); w

z

(r; z))

T

2 W

a

0

(


a

):

It is clear that v

(n)

2 V

0

(
) for all n 2 N

0

, with V

0

(
) from (2:11). For these functions,

Fourier series expansion of the type (3:2) can be proved and their corresponding Fourier

16



coe�cients are given according to (3:3) by

�

v

(0)

�

s

k

= (w

r

(r; z); 0; w

z

(r; z))

T

�

0k

;

�

v

(0)

�

a

k

= 0; k 2 N

0

;

�

v

(n)

�

s

k

= (w

r

(r; z); w

'

(r; z); w

z

(r; z))

T

�

nk

;

�

v

(n)

�

a

k

= 0; k 2N

0

; n 2 N;

where �

nk

is the Kronecker symbol. We get the equations (4:11) and (4:13) by inserting

these test functions in (2:15) and (2:16), and by taking into consideration the completeness

relations (4:5) and (4:6). On the other hand, the equations (4:12) and (4:14) are derived by

using the test functions

v

(0)

= (0; w

'

(r; z); 0)

T

2 V

a

0

(


a

);

v

(n)

= (w

r

(r; z) sinn'; w

'

(r; z) cosn'; w

z

(r; z) sinn')

T

for n 2 N;

with (w

r

(r; z); w

'

(r; z); w

z

(r; z))

T

2 W

a

0

(


a

); (4.16)

in (2:15) and (2:16), together with the representation (4:5) and (4:6).

Subsequently, we show that the equations (4:11)� (4:14) have unique solutions, which are

the Fourier coe�cients of the three-dimensional solution. To do this, we have to prove that

the assumptions of the lemma of Lax-Milgram (see e.g. [6]) are ful�lled.

The continuity of the linear forms f

s=a

n

(:) follows immediately from the Cauchy-Schwarz

inequality and further estimates, viz.

�

�

�
f

s=a

0

(w)

�

�

�
=

�

�

�

Z




a

f

s=a

T

0

wrdrdz

�

�

�
� kf

s=a

0

k

(L

2;1=2

(


a

))

3
kwk

(L

2;1=2

(


a

))

3

� Ckf

s=a

0

k

(L

2;1=2

(


a

))

3
kwk

V

a

0

(


a

)

for w 2 V

a

0

(


a

) (4.17)

�

�

�
f

s=a

n

(w)

�

�

�
=

�

�

�

Z




a

f

s=a

T

n

wrdrdz

�

�

�
� kf

s=a

n

k

(L

2;1=2

(


a

))

3kwk

(L

2;1=2

(


a

))

3

� kf

s=a

n

k

(L

2;1=2

(


a

))

3kwk

W

a

0

(


a

)

for w 2 W

a

0

(


a

); n 2 N; (4.18)

with some positive constant C. From Korn's inequality (2:5), we get the relation

kvk

2

V

0

(
)

� Kk"(v)k

2

(X

0

1=2

(
))

6

for v 2 V

0

(
); with K > 0: (4.19)

Inserting the test functions de�ned by (4:15) and (4:16) in (4:19), and taking into con-

sideration the inequality (3:17) and the completeness relation (4:4), we derive the a priori

estimates

kv

s

0

k

2

V

a

0

(


a

)

� Kk"

s

0

(v

s

0

)k

2

(L

2;1=2

(


a

))

6

; kv

a

0

k

2

V

a

0

(


a

)

� Kk"

a

0

(v

a

0

)k

2

(L

2;1=2

(


a

))

6

; (4.20)

kv

s

n

k

2

W

a

0

(


a

)

� Kk"

s

n

(v

s

n

)k

2

(L

2;1=2

(


a

))

6

; kv

a

n

k

2

W

a

0

(


a

)

� Kk"

a

n

(v

a

n

)k

2

(L

2;1=2

(


a

))

6

; n 2 N;

where v

s

n

;v

a

n

(n 2 N

0

) are the Fourier coe�cients of v

(n)

, n 2 N

0

. It follows from (2:6) (see

Remark 2.1), the de�nition of k � k

V

0

(
)

, k � k

V

a

0

(


a

)

, k � k

W

a

0

(


a

)

and the completeness

relation (4:4) that the following inequalities hold:

k"

s

0

(v

s

0

)k

2

(L

2;1=2

(


a

))

6

� Ckv

s

0

k

2

V

a

0

(


a

)

; k"

a

0

(v

a

0

)k

2

(L

2;1=2

(


a

))

6

� Ckv

a

0

k

2

V

a

0

(


a

)

; (4.21)

k"

s

n

(v

s

n

)k

2

(L

2;1=2

(


a

))

6

� Ckv

s

n

k

2

W

a

0

(


a

)

; k"

a

n

(v

a

n

)k

2

(L

2;1=2

(


a

))

6

� Ckv

a

n

k

2

W

a

0

(


a

)

; n 2 N;
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whith some C > 0. Denoting by �

1

the largest eigenvalue of the matrix E from (2:13) and

using (4:7) as well as the Cauchy-Schwarz inequality, we get

jb

n

(u

s=a

n

;v

s=a

n

)j =

�

�

�

Z




a

�

"

s=a

n

(u

s=a

n

)

�

T

E "

s=a

n

(v

s=a

n

)rdrdz

�

�

�

� �

1

k"

s=a

n

(u

s=a

n

)k

(L

2;1=2

(


a

))

6k"

s=a

n

(v

s=a

n

)k

(L

2;1=2

(


a

))

6 ; n 2 N

0

: (4.22)

Finally, the continuity of b

n

(:; :) follows from (4:22) and (4:21). If �

2

denotes the smallest

eigenvalue of E, we get the V

a

0

� and W

a

0

�ellipticity condition, respectively, by considering

b

n

(u

s=a

n

;u

s=a

n

) =

Z




a

�

"

s=a

n

(u

s=a

n

)

�

T

E "

s=a

n

(u

s=a

n

)rdrdz � �

2

k"

s=a

n

(u

s=a

n

)k

2

(L

2;1=2

(


a

))

6

; (4.23)

where n 2 N

0

, together with relation (4:20). Thus, it is proved that the assumptions of the

Lax-Milgram lemma are satis�ed. The uniqueness of the solutions of the variational problems

(4:11)� (4:14) implies that u

s=a

n

; n 2 N

0

, are the Fourier coe�cients of the solution u of the

three-dimensional variational problem (2:15).

Theorem 4.3. Let u

s=a

n

= (u

s=a

rn

; u

s=a

'n

; u

s=a

zn

)

T

and f

s=a

n

= (f

s=a

rn

; f

s=a

'n

; f

s=a

zn

)

T

, n 2 N

0

, be

the Fourier coe�cients of u and f from (2:15). Then, for u

s=a

n

we get the following a priori

estimates:

ku

s=a

0

k

2

V

a

0

(


a

)

� Kk"

s=a

0

(u

s=a

0

)k

2

(L

2;1=2

(


a

))

6

� Ckf

s=a

0

k

2

(L

2;1=2

(


a

))

3

; (4.24)

ku

s=a

n

k

2

W

a

0

(


a

)

� Kk"

s=a

n

(u

s=a

n

)k

2

(L

2;1=2

(


a

))

6

� Ckf

s=a

n

k

2

(L

2;1=2

(


a

))

3

; n 2 N; (4.25)

ku

s=a

n

k

2

W

a

0

(


a

)

� M

n

ku

s=a

n

k

2

(W

1;2

1=2

(


a

))

3

+ n

2







1

r

u

s=a

n

k

2

(L

2;1=2

(


a

))

3

o

�

C

n

2

kf

s=a

n

k

2

(L

2;1=2

(


a

))

3

for n � 2; (4.26)

with some positive constants C, K and M .

Proof: For brevity, we utilize in the following C as a generic positive constant; i. e., C

has di�erent values at di�erent places, but C is independent of n and of the corresponding

Fourier coe�cients. By analogy to (4.17), (4.18), we get

�

�

�
f

s=a

0

(u

s=a

0

)

�

�

�
� Ckf

s=a

0

k

(L

2;1=2

(


a

))

3ku

s=a

0

k

V

a

0

(


a

)

; (4.27)

�

�

�
f

s=a

n

(u

s=a

n

)

�

�

�
� kf

s=a

n

k

(L

2;1=2

(


a

))

3ku

s=a

n

k

W

a

0

(


a

)

; n 2 N: (4.28)

Starting from (4.11){(4.14) for w = u

s=a

and using (4.23), the relations

�

�

�
f

s=a

n

(u

s=a

n

)

�

�

�
� �

2

k"

s=a

n

(u

s=a

n

)k

2

(L

2;1=2

(


a

))

6

; n 2 N

0

; (4.29)

hold. Combining (4:27); (4:28) and (4:29), one derives the inequalities

k"

s=a

0

k

2

(L

2;1=2

(


a

))

6

� Ckf

s=a

0

k

(L

2;1=2

(


a

))

3ku

s=a

0

k

V

a

0

(


a

)

; (4.30)

k"

s=a

n

k

2

(L

2;1=2

(


a

))

6

� Ckf

s=a

n

k

(L

2;1=2

(


a

))

3
ku

s=a

n

k

W

a

0

(


a

)
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Using (4:23) and (4:20), we get
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Finally, owing to (4.27), (4.28) and (4.32), we derive the relations
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Taking into account (4:30), (4:33) and (4:31), (4:34), respectively, we derive the relations
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Finally, the assertions (4:24) and (4:25) follow from (4:20) and (4:35).

In order to show assertion (4:26), we �rst of all prove the following equivalence for some

norm terms:
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Obviously, for n � 2 the inequality
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Similarly, one shows the relation
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The �rst inequality of (4:36) follows from (4:37), (4:38) and (4:39). The application of the

triangle inequality leads to the second one.

Taking the de�nition of the norm of W

a

0

(


a

), inequality (4:19); and the completeness rela-

tions (4:4) and (3:16), we derive the estimate
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Furthermore, using (4:36), (4:29) and (4:40), we get
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By means of the inequality 2ab � a
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is obvious. Taking (4:42) and (4:41), we get the completion of the proof by
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We now consider a �nite number of two-dimensional problems (4.11){(4.14), here for n =

0; 1; :::;N , and their solutions which are the corresponding Fourier coe�cients u

s=a

n

of u. By

means of R

s=a

n

from (4.1), the solution u = (u
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of the three-dimensional boundary

value problem (2:15) and its partial Fourier approximation (truncated partial Fourier series)
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can be written as follows:
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It is well-known that the approximation of functions in L

2

(��; �) by means of the trigono-

metric functions f1; :::; sinN'; cosN'g leads to the corresponding truncated Fourier series

of the order N , see e. g. [4, 5, 11], with the obvious extension to partial Fourier series. Now

we shall estimate the norm of the error u� u

N

in the space W (
).

Theorem 4.4. Let u 2 V

0

(
) be the solution of the variational problem (2:15), with

f 2 (X
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(
))

3

, and u

N

its Fourier approximation de�ned by (4:44). Then there is a con-

stant C independent of N and f such that the following estimate holds:
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Proof: Using (4.44), the completeness relation (3:16), the triangle inequality and the a

priori estimate (4:26), we get the inequalities
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and, thus, Theorem 4.4 is proved.

Obviously, the error estimate (4.45) is valid without additional smoothness requirements

like û 2 (W

2

2

(

^


))

3

. This is due to the re�ned a priori estimate (4.26) which indicates some

additional regularity of u with respect to the angle '.
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