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Abstract

In this paper we present two hierarchically preconditioned methods for the fast

solution of mesh equations that approximate 2D-elliptic boundary value problems on

arbitrary unstructured quasi uniform triangulations. Based on the �ctitious space

approach the original problem can be embedded into an auxiliary one, where both

the hierarchical grid information and the preconditioner by decomposing functions

on it are well de�ned. We implemented the corresponding Yserentant precondi-

tioned conjugate gradient method as well as the BPX{preconditioned cg{iteration

having optimal computational costs. Several numerical examples demonstrate the

e�ciency of the arti�cially constructed hierarchical methods which can be of enor-

mous importance in the industrial engineering, when often only the nodal coordi-

nates and the element connectivity of the underlying (�ne) discretization are avail-

able.
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1 Introduction

In the next section we introduce the 2D-boundary value problem of second order having

formally selfadjoint di�erential operator. Our aim is the numerical solution of the prob-

lem by hierarchical methods, although, in practice, we have its unstructured discretization

available only. For this, in section 3 we construct the structured auxiliary problem into

which the original one can be embedded. We de�ne the one-to-one correspondence be-

tween the nodes of the unstructured mesh and the nodes of the hierarchically discretized

square de�ning the �ctitious space, cf. also [27]. This approach is used for applying the

�ctitious space lemma to derive the corresponding spectral equivalence inequality describ-

ing the preconditioning property of the arti�cially constructed hierarchical preconditioner

belonging to the auxiliary grid points. In section 4 we give a short survey of the under-

lying theory presented detailed e.g. in [23, 27]. In the mentioned papers the convergence

rate of the iterative process was proved to be so fast as it is the case for the conventional

hierarchical solution method, i.e., it is (nearly) independent of the mesh size. In section

5 we discuss the various aspects of the numerical implementation of the new hierarchical

method. We do it in the case of the auxiliary Yserentant preconditioning as well as in the

more important case of the arti�cial BPX-preconditioner. In section 6 we illustrate the

e�cient implementation of the two algorithms computing several 2D{potential problems.

Moreover, in each case we compare our arti�cially constructed hierarchical iteration based

on the canonically performed re�nement of the coarse and structured user triangulation

with this method using unstructured �ne grids generated by an advancing front mesh

generator. Finally, �rst numerical results of the parallel implementation of our approach

are given, where the corresponding numerical analysis is yet under consideration. The

iteration numbers are rather satisfactory although the comparison with the parallelized

structured methods is avoided. The basis of the implementation of the unstructured paral-

lel solvers is a non-overlapping domain decomposition data structure (see e.g. [13, 16, 29])

such that they are well-suited for parallel machines with MIMD architecture. Section 6

is also an impressive performance to demonstrate the practical importance of the de-

signed methods. Often, in the industrial engineering boundary value problems have to

be solved, where a (rather) �ne mesh of the domain and the discretization concept are

given sometimes already resulting in the corresponding system of equations, see e.g. [31].

But no fast hierarchical solver can be applied because nothing is known about the grid

structure. Using our approach this bottleneck isn't any more. We only mention here that

our method can be transfered to the 3D calculations of boundary value problems.

2 The description of the original problem

Let 
 � R

2

be a bounded plane domain with a piecewise smooth boundary � which

belongs to the class C

2

and satis�es the Lipschitz condition, see [34]. We consider the

elliptic boundary value problem

�

2
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Here the symbol @=@N denotes the conormal derivative w.r.t. the outward normal. On the

boundary � of the domain 
 both Dirichlet boundary conditions and Neumann boundary
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conditions are imposed. We have � = �

0

[ �

1

. We introduce the following subspaces of

the Sobolov space H

1

(
).

H

1

(
;�

0

) = fu 2 H

1

(
) : u(x) = g

0

(x); x 2 �

0

g

H

1

o

= fv 2 H

1

(
) : v(x) = 0; x 2 �

0

g

Let us suppose that the coe�cient functions a

ij

(x); i; j = 1; 2 , and the right{hand side

f(x) of the above boundary value problem are such that from (1) we may derive the

symmetric and coercive bilinearform

a(u; v) =

Z




(

2

X

i;j=1

a

ij

(x)

@u

@x

j

@u

@x

j

+ a

0

(x) uv ) dx +

Z

�

1

�(x)uv dx ;

and the continuous linear functional

l(v) =

Z




f(x) v dx+

Z

�

1

g

1

(x) v dx

which de�ne the well known variational problem

u 2 H

1

(
;�

0

) : a(u; v) = l(v) for all v 2 H

1

o

; (2)

where we seek for the solution u 2 H

1

(
;�

0

). Having this, as we know e.g. by [4], for

the variational problem (2) there is an unique solution u 2 H

1

(
;�

0

) which we want to

compute numerically. Hereafter, for simplicity we may suppose g

0

(x) to be equal to zero.

Let a positive parameter h be �xed which is su�ciently small and let 


h

= [

M

i=1

�

i

be a quasiuniform triangulation of the domain 
. In practice, often the triangulation is

rather �ne and unstructured, i.e., the mesh data information is consisted of the nodal

coordinates and the element connectivity only, see e.g. Figure 1. The quasi uniformity of

the triangulation 


h

means that there are positive constants l

1

; l

2

and s independently of

the discretization parameter h such that

l

1

h � r

i

� l

2

h ;

r

i

�

i

� s ; i = 1; : : :M ;

where r

i

and �

i

are the radii of the circumscribed and the inscribed circles for the triangles

�

i

, respectively, see also [10]. Moreover, we also assume that the triangulation boundary

�

h

approximates the boundary � = @
 with an error O(h

2

), see [23] for more details.
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Figure 1: The domain 
 and its unstructured quasiuniform triangulation 


h

.
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For the triangulation 


h

we de�ne the space H

h

(


h

) of real continuous functions which

are linear on each triangle of 


h

and vanish at the boundary part �

h

0

. We extend these

functions on 
n


h

by zero. The solution u

h

of the following projection problem

u

h

2 H

h

(


h

) : a(u

h

; v

h

) = l(v

h

) for all v

h

2 H

h

(


h

) (3)

is called an approximate solution. Aspects of approximation have been thoroughly stud-

ied in [10, 28]. Each function u

h

2 H

h

(


h

) is put in standard correspondence with a

real column vector u 2 R

N

whose components are the values of the function u

h

at the

corresponding nodes of the triangulation 


h

. Then, the problem (3) is equivalent to the

solution of the system of mesh equations

Au = f ; where we have:

(Au; v) = a(u

h

; v

h

) for all u

h

; v

h

2 H

h

(


h

) ;

(f; v) = l(v

h

) for all v

h

2 H

h

(


h

) :

9

>

>

>

=

>

>

>

;

(4)

Here u

h

and v

h

are the corresponding prolongations of the vectors u and v. The symbol

(�; �) denotes the Euclidian scalar product in R

N

.

The aim of this paper is to construct a symmetric positive de�nite preconditioning

operator C for the problem (4) satisfying the spectral equivalence inequality

c

1

(Cu; u) � (Au; u) � c

2

(Cu; u) for all u 2 R

N

; (5)

where the positive constants c

1

and c

2

are independent of the discretization parameter

h. Furthermore, jumping coe�cients a

ij

(x) ; i; j = 1; 2 , may not essentially detoriate

this fast convergence property of the corresponding solution method capitalizing from the

above preconditioning. Clearly, the multiplication of a vector by C

�1

should be easy to

implement.

3 The construction of the auxiliary problem

The preconditioner C is constructed applying the method of �ctitious space (see e.g.

[25]) in two stages. At the �rst and interim stage we pass from the arbitrary unstructured

triangulation 


h

to an auxiliary structured non{hierarchical mesh, and, using this, at the

second stage to the hierarchical mesh which is de�ned to be the hierarchical mesh of the

square containing the original domain 
. We note that the passage from an arbitrary

triangulation to a structured mesh was earlier used in [24]. The preprint [27] includes the

development of [23] for the case of locally re�ned grids. Other techniques for constructing

the preconditioners on unstructured meshes were proposed in [5, 6, 9, 19, 20, 25, 32].

The de�nition of preconditioning operators having non-hierarchical grids was considered

in [17].

In order to use the Lemma of �ctitious space for analysing the arti�cially de�ned

preconditioners we construct the discretized auxiliary space �

h

and the corresponding

operators between �

h

and 


h

as follows. We embed the domain 
 in a square �, see

Figure 2. Let K

i

denote the union of triangles in the triangulation 


h

which have the

vertex z

i

in common, and, let d

i

be the maximum radius of the circles which may be

inscribed into K

i

. In the square � we introduce an auxiliary rectangular grid �

h

having

the step size

�

h such that

�

h <

1

2

p

2

min

i=1(1)N

(d

i

) : (6)
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Now, let us �x

�

h := l �2

�J

, where l is the length of the sides of � and J is an appropriately

choosen positive integer. Throughout the paper, speaking about the set �

h

and their

subsets we identify

�

h by h. We denote the nodes of the grid �

h

by Z

ij

= (x

i

; y

j

) ; i; j =

1; 2; : : : ; L. Using the cell diagonals we triangulate �

h

. For this see also Figure 2.
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 �
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min(d
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6
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d

i
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Figure 2: Embedding the unstructured mesh 


h

into the auxiliary grid �

h

.

Let the cells of �

h

denoted by D

ij

= f(x; y) : x

i

� x < x

i+1

; y

j

� y < y

j+1

g. Doing as

given, we get �

h

= [

L

i;j=1

D

ij

.

Let Q

h

be the minimum �gure consisting of cells D

ij

and containing 


h

. Hence we

have 


h

� Q

h

. Hereafter, because of the above triangulation of �

h

the sets �

h

and Q

h

and their subsets refer to triangulations as well. Let S

h

be the set of the boundary nodes

of Q

h

. We subdivide the set S

h

into two subsets S

h

0

and S

h

1

as follows. If

�

D

ij

\ �

0

6= ;,

all the nodes of D

ij

\ S

h

are in S

h

0

. Consequently we have S

h

1

= S

h

nS

h

0

.

Let H

h

(Q

h

) be the space of the real continuous functions which are linear on the

triangles of Q

h

and vanish at the nodes of S

h

0

.

Now, we de�ne the projection operator R : H

h

(Q

h

) ! H

h

(


h

) and the extension

operator T : H

h

(


h

) ! H

h

(Q

h

): For a given mesh function U

h

(Z

ij

) 2 H

h

(Q

h

) we de�ne

a function u

h

2 H

h

(


h

) as follows. Let z

l

be a vertex in the triangulation 


h

. Assuming

that z

l

2 D

ij

we put

u

h

(z

l

) = (RU

h

)(z

l

) = U

h

(Z

ij

) :

The function u

h

is equal to zero at the nodes z

l

2 �

h

0

. Let us de�ne the expanded operator

R : H

h

(�

h

)! H

h

(


h

) to be the operator of restriction on 


h

as follows.

(RU

h

)(Z

ij

) = U

h

(Z

ij

) for all Z

ij

2 Q

h

:

Subdividing the nodes of �

h

into the nodes of Q

h

including those of S

h

and the remaining

nodes and ordering them we obtain the matrix representation of R to be R = (R O), cf.

also [1].

4



The de�nition of the operator T is given in the following. For the mesh function

u

h

2 H

h

(


h

) we suppose a function U

h

2 H

h

(Q

h

). The function U

h

is equal to zero at

the nodes Z

ij

2 S

h

0

. At all of the other nodes the function U

h

is de�ned as follows. If a

cell D

ij

contains a certain vertex z

l

of the triangulation 


h

we put

U

h

(Z

ij

) = (T u

h

)(Z

ij

) = u

h

(z

l

) :

For each of the remaining nodes Z

ij

2 Q

h

we �nd the closest vertex z

l

of the triangulation




h

. In the case of several closest vertices we may choose any of them and using it we put

the same as above. By the theorem of the extension of mesh functions given in [8] there

exists the extension operator T : H

h

(


h

) ! H

h

(�

h

) which is also uniformly bounded

w.r.t. the parameter h. This operator spreads 


h

over �

h

.

Finally, in the space H

h

(Q

h

) we de�ne the operator A

Q

to be

(A

Q

U; V ) =

Z

Q

h

((rU

h

;rV

h

) + U

h

V

h

) dx ; (7)

for all U

h

; V

h

2 H

h

(Q

h

) This is an auxiliary problem we did not discretize, but, we use

the operator A

Q

to make the application of the �ctitious space lemma possible as it is

done in the next section.

4 The application of the �ctitious space lemma

Taking the conventions into account which we adopted in the previous section the pre-

conditioning operator C in (5) can be constructed by means of the lemma of �ctitious

space, see also [24]. For convenience we give this lemma here.

Lemma 1

Let H

0

and H be Hilbert spaces with the scalar products (�; �)

H

0

and (�; �)

H

, respectively. Let

A

0

: H

0

! H

0

and A : H ! H be symmetric and positive de�nite continuous operators

in the spaces H

0

and H. Suppose that R is a linear operator such that R : H ! H

0

and

(A

0

Rv;Rv)

H

0

� c

R

(Av; v)

H

is ful�lled for all v 2 H. Moreover, there exists an operator

T such that T : H

0

! H for which the conditions RT u

0

= u

0

and c

T

(AT u

0

;T u

0

)

H

�

(A

0

u

0

; u

0

)

H

0

are valid for all u

0

2 H

0

. Here c

R

and c

T

are positive constants. Then

c

T

(A

�1

0

u

0

; u

0

)

H

0

� (RA

�1

R

�

u

0

; u

0

)

H

0

� c

R

(A

�1

0

u

0

; u

0

)

H

0

(8)

holds for all u

0

2 H

0

. The operator R

�

is the adjoint to R w.r.t. the scalar products

(�; �)

H

0

and (�; �)

H

, i.e., we have R

�

: H ! H

0

and (R

�

u

0

; v)

H

= (u

0

;Rv)

H

0

.

We note that for constructing and implementing the preconditioner, i.e., the operator

RA

�1

R

�

, we only require the existence of the operator T . Having the situation given in

section 2 and 3, the role of the operator A

0

is played by the sti�ness matrix A in (4). The

�nite dimensional space H

h

(


h

) plays the role of the space H

0

. The space H

h

(Q

h

) is used

to be the �ctitious space. Thus, for the operator A may stand the A

Q

.

Now, according to the above lemma, there exist positive constants c and c independent

of the mesh size parameter h such that

c(A

�1

u; u) � (RA

�1

Q

R

�

u; u) � c(A

�1

u; u)

5



is valid for all vectors u 2 R

N

. For the proof of this see also [27]. Hereafter we use the

same designation for an operator and its matrix representation.

Considering (5) inversely, �nally we get the following result which was proved in [27]

taking distinct boundary conditions on �

h

into account. There are positive constants c

1

and c

2

such that

c

1

(A

�1

u; u) � (C

�1

�

h

;bc(�

h

)

R

�

u;R

�

u) � c

2

(A

�1

u; u) (9)

is ful�lled for all vectors u 2 R

N

belonging to the original discretization. In (9) the precon-

ditioner C

�1

�

h

is either the BPX{multilevel{preconditioner (see also [8]) or the Yserentant

hierarchical preconditioner (see also [35]) which we may construct now on the structured

hierarchical grid �

h

. As it was expected in the case of the arti�cial BPX{multilevel{

preconditioner the constants c

1

and c

2

are independent of the auxiliary mesh size param-

eter h. Hence, the condition number of the operator RC

�1

�

h

R

�

A which we applied numer-

ical within the cg{iteration process is of order O(1). In the case of the arti�cially con-

structed Yserentant preconditioning we may have the condition number �(RC

�1

�

h

R

�

A) =

O((J + 1)

2

), where the index J indicates the depth of the arti�cially constructed hierar-

chical mesh �

h

. The numerical results given in section 6 illustrate the good convergence

behaviour of the corresponding cg{methods impressively.

We implement the corresponding hierarchical preconditioners C

�1

�

h

using the auxiliary

grid �

h

as it is given in the next section.

5 Aspects of the numerical implementation

In this section we itemize and analyse the numerical operations which are additionally

necessary for implementing the arti�cially constructed preconditioners within the corre-

sponding conjugate gradient method.

In the case of the Yserentant preconditioning the correction vectorw of the cg{iteration

process is computed to be

w = C

�1

r = Q J

�1=2

jj J

�1=2

Q

T

r (10)

where Q is the well known basis transformation between the usual �nite element nodal

basis and the hierarchical basis, see e.g. [13, 21, 35]. The symbol r denotes the residual

vector and the matrix J = diag(A) performes the Jacobi preconditioning as given.

In the case of the BPX{preconditioning we have

w = C

�1

r =

J�1

X

j=0

Q

j

jj [Q

T

j

r] + r ; (11)

where Q

j

is the basis transformation belonging to the j-th level, j = 0; : : : ; J �1, see also

[8, 13, 21]. Note that in this case the level{depending Jacobi preconditioning can also be

applied.

The numerical implementation of our preconditioning methods C

�1

�

h

means that we

work in (10) and (11) using the longer vectors v = R

�

r consisting of either L

2

compo-

nents belonging to the usual hierarchical list of the grid �

h

or the corresponding number

of components de�ned by the hierarchical BPX-list of �

h

. We call the �rst arti�cially

constructed hierarchical preconditioning "artYs" and the second method is epitomized by

"artBPX". Let us note that in both cases we do not make use of any coarse grid solver as

it is usually the case when the application of the hierarchical preconditioners is classically

implemented. Now, we describe the following actions.
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1. The computation of the parameter

�

h <

1

2

p

2

min(d

i

) ; i = 1; : : : ; N :

Instead of calculating the maximum of the radii of inscribed circles w.r.t. the triangle

set K

i

having the point i in common, for all of the triangles �

i

2 


h

; k = 1; : : : ;M , we

compute their three heights. Then, taking the minimum of them for de�ning d it must be

divided by two to get the parameter

�

h. For this we need M � 3 � 11 �N � 99N operations.

2. The de�nition of the auxiliary grid �

h

depending on

�

h:

Using only the coordinates of the points at the boundary �

h

we calculate x

l

= min(x

i

1

) ;

x

r

= max(x

i

1

) ; y

b

= min(x

i

2

) and y

u

= max(x

i

2

) ; i = 1; 2; : : : ; card(�

h

). Then we have

l = max(y

u

� y

b

; x

r

� x

l

) and J = [log(l=

�

h)= log(2)] + 1. Thus, we arrive at l = 2

J

�

�

h

which is the length of the square � and at L

2

= (2

J

+ 1)

2

which is the number of

points in �

h

. The above symbol "[�]" denotes the entier{operation Finally, we center �

h

with respect to 


h

using x

l

; y

b

and l. The number of operations which is necessary for

performing 2. is negligible in comparison with the other e�orts analysed in this section.

3. The de�nition of the matrices R

�

and R, respectively:

For the matrix R

�

we use a vector having L

2

components which are de�ned according to

section 2. Speaking more detailed, for each point k 2 


h

; k = 1; : : : ; N , we are seeking

for the cell D

ij

; i; j = 1; 2; : : : ; L, containing the point k. Provided that the nodes of �

h

are numbered linewise from below to above and knowing L, for the point k the row and

column indices i and j are computed. Then, we get the number k

p

of a vertex in �

h

. We

put k into R

�

at the k

p

-th position. The other components of R

�

are set to be zero. We

get

R

�

(k

p

) =

(

k; if k = 1; : : : ; N

0; otherwise ;

where k

p

= 1; 2; : : : ; L

2

. The number of arithmetical operations for implementing the

above calculation of the nodal point in �

h

uniquely assigned to the vertex in 
 is a total

of approximately 7N .

4. The determination of the hierarchical list depending on the mesh �

h

:

Let the points of the grid �

h

be numbered linewise from below to above throughout the

structured hierarchical mesh �

h

having the depth J .

By the little subroutine called "locpoint(k; L; L

2

; J; j; fath

1

; fath

2

)" for each input node

k ; k = 1; 2; : : : ; L

2

, we compute the position j of k in the auxiliary hierarchical list

and the two father nodes taking the mesh connectivity of the hierarchical grid �

h

of

depth J into account. For this we need a total amount of approximately 6L

2

� C(

h

�

h

)N

numerical operations, where the constant C(

h

�

h

) depends on the given homogeneity of

the unstructured grid 


h

. Because the operation of the type QQ

T

(see (10) and (11),

respectively) can be reduced to the simple utilization of the corresponding hierarchical

list we get the amount for this which is equivalent to 2 �L

2

in each iteration step of the cg{

method. Although the memory size of 4L

2

words for the auxiliary Yserentant hierarchical

list is considerable we note that their determination performed only once at the beginning

of the cg{iteration is really more e�ective than the utilization of nested di�erences of the

coordinates of all of the nodes k of the grid �

h

which had to be used within each iteration

step two times for doing the same as required by (10) and (11). The auxiliary Yserentant

hierarchical list can be easily extended to the BPX{list of the grid �

h

calling the program

"hb2bpx(�)". The amount for implementing (11) is equivalent to those which was given

above for (10), where, correspondingly, for the auxiliary BPX-list the memory size less

than 8L

2

words is necessary.
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5. Computing the diagonal matrix J

�

h for also performing the Jacobi preconditioning:

At �rst we set the real vector J

�

h(k) ; k = 1; : : : ; L

2

, zero. Now, for all points k in

the closure

�




h

we want to compute a real number approximating the inverse of the

corresponding main diagonal element of the auxiliary sti�nes matrix A

Q

introduced by

(7) in section 2. Then, we put this number at the k-th position of the vector. We

implement this numerically for all of the triangles �

i

2 


h

; i = 1; : : : ;M , as follows.

Using the three vertices of the �

i

we de�ne the minimum rectangular union of cells

D

ij

2 �

h

encompassing the triangle. Now, for all vertices x of this cell union we perform

the decision whether x is inside or outside the closure of the triangle �

i

; i = 1; : : : ;M .

In the case of interior points we mark them by putting the number of the corresponding

triangle into the vector positions J

�

h
(k). In the case of a vertex which is located at an

edge of the triangle �

i

we also mark this location by the number of the triangle, but, in

addition to, speci�cally. The process for performing the inner/outer decision is considered

in the following.

Let P

i

(t

i

) ; i = 1; 2; 3, be the parametrizations of the three straight lines de�ned by the

three edges of the triangle �

i

. Obviously, to get the i-th edge including both the start and

the end vertex, we vary the real parameter t

i

in the interval [0; 1]. Fixing the vertex x we

de�ne the parametrized equation of the horizontal straight line to be P (t

x

) = x+t

x

(1; 0)

T

,

where t

x

2 (�1;1). Cutting P (t

x

) and P

i

(t

i

) ; i = 1; 2; 3, we count the number of positive

and negative signs of the parameter t

x

, respectively. We do this when the horizontal

straight line has a non empty intersection with each of the straigh lines P

i

(t

i

) ; i = 1; 2; 3,

where the parameter t

i

is in the open interval (0; 1). We get

cardfsign(t

x

) : sign(t

x

) < 0 where: (x+ t

x

(1; 0)

T

) \ P

i

6= ; ; i = 1; 2; 3 ; t

i

2 (0; 1)g ;

cardfsign(t

x

) : sign(t

x

) > 0 where: (x+ t

x

(1; 0)

T

) \ P

i

6= ; ; i = 1; 2; 3 ; t

i

2 (0; 1)g :

Having the triangle domain it is easy to see that the two sets above have either an even

or a odd cardinal number. In the case of the odd number the discrete vertex x is in

the closure of the triangle �

i

, otherwise, it is outside. Naturally, if the horizontal line

parameter t

x

is equal to zero, we have x 2 ��

i

.

In the limit case, i.e., if one edge related straight line parameter t

i

is equal to 0 or 1

we shift the horizontal test straight line orthogonally upward and downward using the

shift vector (0; �)

T

and (0;��)

T

, respectively, where � <

�

h is su�ciently small. Then,

according to the above regulation, again testing the cut-behaviour we get the desired

signs of the parameter t

x

putting it into the decision set. This algorithm for performing

the inner/outer decision can be generalized to the case of a domain which is bounded by

arbitrary piecewisely parametrized boundary descriptions. In our case, taking all triangles

of the unstructured grid 


h

into account we approximately need the numerical amount

6M + 60L

2

to do as described.

Let us note the following. By the special marking of all of the cell points of the grid

�

h

that remained up to now unmarked and have the directly horizontal and/or vertical

and/or inclined edge{connection with at least one marked interior point which is not

located at the edge of an triangle we get the shape of the auxiliary domain Q

h

closing 


h

in the form of steps. This marking process runs globally throughout �

h

, i.e., step by step,

for all the points k ; k = 1; 2; : : : ; L

2

, in �

h

the corresponding (triangular) seven point

star is considered making the above decision.

When the above marking was well done we may use the interim number entries in the

vector J

�

h to approximate real main diagonal values as follows, where we have the entries

8



a

ii

; i = 1; : : : ; N , of the sti�ness matrix A of the original problem available.

J

�

h(k) =

(

a

ii

; if R

�

(k) = i ; i = 1; : : : ; N

~a

kk

; if R

�

(k) = 0 :

(12)

When the vector component J

�

h(k) was marked by a triangle number belonging to k the

value ~a

kk

can be computed to be e.g. the arithmetic mean

~a

kk

=

1

3

(a

i

1

i

1

+ a

i

2

i

2

+ a

i

3

i

3

) ; (13)

where the values a

i

1

i

1

; a

i

2

i

2

and a

i

3

i

3

are the main diagonal entries of A belonging to the

three nodes of the corresponding triangle number previously set into the k-th position of

J

�

h(k). When the component J

�

h(k) was unmarked the zero value remains as it was set

at the beginning. Moreover, we can de�ne ~a

kk

to be the edge related weighted mean

~a

kk

=

s

i

1

i

3

+s

i

2

i

3

�s

i

1

i

2

s

(

a

i

1

i

1

+a

i

2

i

2

2

) +

s

i

1

i

2

+s

i

2

i

3

�s

i

1

i

3

s

(

a

i

1

i

1

+a

i

3

i

3

2

) +

s

i

1

i

2

+s

i

1

i

3

�s

i

2

i

3

s

(

a

i

2

i

2

+a

i

3

i

3

2

) ;

(14)

where s = s

i

1

i

2

+ s

i

1

i

3

+ s

i

2

i

3

and the magnitude s

i

m

i

n

is the distance of the vertex x 2 �

h

in the closure of the triangle �

i

to the triangle edge which has the start point i

m

and the

end point i

n

;m; n = 1; 2; 3; m 6= n. Choosing the above de�nition of the vector J

�

h , in

comparison with the arithmetic mean de�nition the convergence behaviour of the method

becomes hardly improved. For the above two opportunities to set real values into J

�

h(k)

we need less than approximately 3L

2

and (17 + 33)L

2

numerical operations, resp. When

we apply the arti�cially constructed BPX{preconditioner the vector J

�

h
(k) ; k = 1; : : : ; L

2

,

can be extended to the corresponding BPX{length with negligible amount.

Thus, we may conclude as follows. In the case of "artYs" as well as in the case

of "artBPX" the preconditioner has an optimal computational cost, i.e. the number of

arithmetic operations required for their implementation is proportional to the number of

unknowns in the problem.

If the problem (1) includes jumping coe�cients a

ij

(x) ; i; j = 1; 2, we perform the

"outer" Jacobi{preconditioning that corresponds to the calculation w := J

�1=2

C

�1

J

�1=2

r.

Especially, if the ratio of the jumps are large, say e.g. greater than 100, the arti�cial

preconditioning methods would fail without doing as given. In this case the diagonal

matrix J

�

h(k) between Q and Q

T

has simply the entries 1 when the k were marked

(k = 1; 2; : : : ; L

2

, see 5.) and 0 otherwise. The above outside vector J

�1=2

of length N

contains the �1=2{root of the main diagonal of A.

To get the �rst parallel implementation of our methods we have done the following.

Whereas for the parallelization of the classical hierarchical methods by the non overlap-

ping domain decomposition the communication w.r.t. the correction values belonging to

the coupling nodes is performed at the stage marked by the symbol "jj" in (10) and (11),

respectively, see e.g. [13, 14, 16, 21], in our case we can not use this approach. Embed-

ding the p subdomain meshes 


h

s

; s = 1; : : : ; p, arisen from the domain decomposition of

the domain 
 into the corresponding auxiliary grids �

h

s

; s = 1; : : : ; p, in general we get

an overlapping union of the auxiliary regions. Having the described situation the corre-

sponding vector types of the parallel cg-method can not be handled as it is well known

up to now, see e.g. [21] and the references therein. To overcome the di�culties that occur

when the �rst experiments in section 6.2 were made we perform one communication be-

fore applying Q

T

and one communication after Q was completed. Hence, we accumulate

9



the correction vector w

s

; s = 1; : : : ; p, before starting the next cg{step. By means of this

strategy we get a parallelizable preconditioner. Thus, e.g. for the Yserentant hierarchical

preconditioning we have

w

s

= jj C

�1

s

jj r

s

:=

p

X

s=1

H

s

[R

s

C

�1

�

h

s

R

�

s

(

p

X

s=1

H

T

s

r

s

) ] ;

where the accumulation matrices H

s

symbolically handle the communication w.r.t. the

residual vectors r

s

; s = 1; : : : ; p, distributed to p processors having L

2

s

components there.

As it is given in section 6.2, it seems that this approach gives rather bad iteration

numbers when the auxiliary grids �

h

s

; s = 1; : : : ; p, do really overlap. The problem of the

de�nition of the preconditioner in the case of the parallel cg{method such that the e�ect

of the preconditioning is independent of the mesh size remains yet to be solved.

6 Numerical results

This section is devided into two subsections consisting of the numerical tests computing

potential problems sequentially on a large HP workstation, and, in parallel using the

GCPowerPlus multiprocessor computer, respectively.

The tables presented here contain the results for the cg{algorithm preconditioned by

the arti�cially constructed Yserentant preconditioner "artYs" as well as by the ari�cially

constructed BPX{preconditioner "artBPX" both computing the itemized test examples.

The subcolumn marked by "struct. grid" means that we perform computations using

a coarse structured initial grid successively re�ned canonically as the level depth J in-

creases but embedded in the corresponding auxiliary grid �

h

consisting of L

2

points.

1

For comparison the subcolumn marked by "unstr. grid" contains the results belonging to

really unstructured grids generated by the mesh generator given in [11] having (nearly)

the same number N of degrees of freedom. Here, both the number of cg{iterations and

the corresponding CPU{time (in sec) are given which were needed to get the relative error

of the cg{iteration less than the previously de�ned accuracy � = 10

�4

.

2

The relative error

was measured in the AC

�1

A-norm. In the �rst column indicating the depth J sometimes

two numbers divided by the symbol "/" are given which di�er from each other. Then,

the �rst number belongs to the auxiliary grid depth due to the canonical re�nement of

the structured initial mesh and the second one is the depth of the auxiliary grid having

some inhomogeneities causing the di�erent J by means of the computation of the triangle

heights. Naturally, here we have another number of L

2

given in the corresponding row

below.

At the bottom of all of the tables the percentages of the CPU{time are given which were

necessary for performing the operations indicated by R

�

; R, and the preconditioning C

�1

�

h

within the cg{iteration, respectively, where the third percentage includes also the amount

of the cg{iteration itself. The percentages are measured on an average w.r.t. the given

depths J of the auxiliary grids. Taking this percentages into account we �nally discover

that the arti�cially constructed hierarchical methods using only the nodal coordinates

and the element connexion need the numerical e�ort which is approximately 1.6 times

1

In every table changed, in the columns marked by "struct. grid", using scriptsize the added brack-

ets include the iteration number and the corresponding CPU-time for the real structured hierarchical

methods.

2

In the given CPU-time neither the times for computing the hierarchical lists of the auxiliary grid �

h

and the step form approximationQ

h

inside nor the time for considering the support of the corresponding

grid functions w.r.t. the boundary conditions on �

h

are incorporated. In practice this hidden amount

does enlarge the real CPU-time substantially.
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more than the e�ort of the original hierarchical approach having a lot of additional mesh

data information to be input. Therefore the application of our new methods is a good

practice, especially, for the industrial engineering.

We do not hide the following which we observed e.g. computing the examples 4. and 5.

The more the unstructured meshes get lost their quasiuniformity the more the iteration

numbers of the corresponding preconditioned cg{method increase. But this is in accor-

dance with our theory. For the approach to get rid of the behaviour caused by locally

re�ned grids see e.g. [27].

6.1 Sequential Computing

The results are computed by means of the HP 9000/889 K460-workstation using large

memory size (1GigaByte) and on an average 7MFlop performance. The executable pro-

grams are called "pmhi.artYs.HPPA.px" in the case of the arti�cially performed Yserantant

hierarchical preconditioning and "pmhi.artBPX.HPPA.px" in the BPX{case, respectively.

The information about the software background of these packages including tools of the

pre and postprocessing are contained e.g. in [1, 2].

1. Preconditioning having the potential problem in the square:

��u = 0 in 
 = (0; 4)� (0; 4)

u =

(

0 ; on �

01

= fx = (x

1

; x

2

)

T

: x

1

= 0; x

2

< 1g [ fx : x

2

= 0 ; 0 < x

1

� 4g

1 ; on �

02

= fx : x

1

= 0; 1 � x

2

� 4g ;

where �

0

= �

01

[ �

02

; and, @u=@N = 0 on �

1

= @
n�

0

:

artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

3/4 25 81

[ 9 (0:00)]

13 (0:01) 11 (0.00)

[9 (0:00)]

9 (0:00) 9 (0.00)

4/5 81 289

[13 (0:01)]

19 (0:02) 15 (0.02)

[11 (0:01)]

12 (0:01) 11 (0.02)

5/6 289 1089

[17 (0:01)]

24 (0:03) 19 (0.07)

[13 (0:01)]

14 (0:02) 12 (0.05)

6/7 1089 4225

[20 (0:03)

27 (0:13) 22 (0.30)

[14 (0:03)]

15 (0:07) 13 (0.21)

7/8 4225 16641

[24 (0:14)]

30 (0:51) 25 (1.78)

[15 (0:10)]

16 (0:34) 15 (1.33)

8/9 16641 66049

[26 (0:79)]

32 (3:28) 28 (9.77)

[15 (0:51)]

16 (1:75) 16 (6.57)

9/10 66049 263169

[28 (4:36)]

33 (15:09) 26 (36.23)

[15 (2:56)]

16 (8:15) 17 (27.61)

10/11 263169 1050625

[29 (21:13)]

33 (64:89) 26 (143.62)

[15 (12:09)]

16 (33:83) 22 (137.73)

11/12 1050625 4198401

[29 (86:18)]

33 (255:49) 29 (681.89)

[15 (48:95)]

16 (139:99) mem. ex.

12/{ 4198401 16785409

[29 (348:20)]

mem:ex: mem. ex. memory exceeded

R

�

: 24 22

R: 20 19

C

�1

�

h

: 56 59

Table 1: #cg{iterations and CPU{times for the computing in the square
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struct. mesh: N=25

SFB 393 - TU Chemnitz-Zwickau

unstr. mesh: N=82

SFB 393 - TU Chemnitz-Zwickau

Figure 3: The structured mesh (N = 25) and the unstructured mesh (N = 82)

2. Preconditioning having the potential problem in the club shaped domain:

��u = 0 in 
 = fx : x

2

1

+ x

2

2

< 1g

u =

8

<

:

1 ; x 2 �

01

marked by (1) in Figure 4

�1 ; x 2 �

02

marked by (2) in Figure 4 ;

@u=@N = 0 on �

1

= @
 n (�

01

[ �

02

) :

         struct. mesh: N=16

SFB 393 - TU Chemnitz-Zwickau

unstr. mesh: N=563

SFB 393 - TU Chemnitz-Zwickau

unstr. mesh: N=47

SFB 393 - TU Chemnitz-Zwickau

unstr. mesh: N=158

SFB 393 - TU Chemnitz-Zwickau

�

�

�

�

Z

Z

Z

Z

(1) (2)

Figure 4: The structured mesh and a subsequence of the unstructured meshes
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artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

5 16 1089

[9 (0:00)]

10 (0:01) 10 (0.01)

[9 (0:00)]

9 (0:01) 9 (0.01)

6 47 4225

[15 (0:00)]

18 (0:06) 14 (0.04)

[14 (0:00)]

15 (0:05) 14 (0.05)

7 157 16641

[19 (0:01)]

21 (0:25) 19 (0.22)

[17 (0:01)]

18 (0:22) 16 (0.23)

8 569 66049

[22 (0:02)]

23 (1:61) 18 (1.17)

[19 (0:02)]

20 (1:52) 18 (1.42)

9 2161 263169

[26 (0:07)]

31 (10:47) 23 (7.27)

[19 (0:07)]

23 (8:18) 20 (6.90)

10 8417 1050625

[28 (0:36)]

35 (86:75) 26 (37.46)

[19 (0:27)]

26 (36:58) 23 (32.47)

11 33217 4198401

[30 (2:00)]

41 (201:23) 36 (128.46)

[19 (1:49)]

30 (240:35) 28 (161.91)

12 131969 16785409

[30 (11:01)]

43 (847:29) 40 (794.20)

[19 (7:04)]

mem:ex: mem. ex.

R

�

: 18 15

R: 10 9

C

�1

�

h

: 72 76

Table 2: #cg{iterations and CPU{times for the computing in the club shaped domain

3. Preconditioning having the problems (a) and (b) in the circular domain:

�div(a(x)grad(u(x))) = 0 in 
 = fx : x

2

1

+ x

2

2

< 1g

where (a) : a(x) = 1 ; x 2 
 ;

and (b) : a(x) =

(

1 ; x 2 


1

= 
 n

�




2

10

6

; x 2 


2

marked by (2) in Figure 5

u =

8

<

:

100 ; on �

01

= fx : x

2

1

+ x

2

2

= 1 ; �1 � x

1

� �

p

2

2

; 0 � x

2

�

p

2

2

g

0 ; on �

02

= (@
n�

01

) :

struct. mesh: N=41

SFB 393 - TU Chemnitz-Zwickau

unstr. mesh: N=40

SFB 393 - TU Chemnitz-Zwickau

@

@

@

@

@

�

�

�

�

�

@

@

@

@

@

�

�

�

�

�

�

�

�

�

�

�

�

�

(2)

Figure 5: The structured mesh (N=41) and the unstructured mesh (N = 40)
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artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

3/4 13 81

[ 5 (0:00)]

5 (0:00) 4 (0.00)

[ 5 (0:00)]

5 (2:45) 5 (0.00)

4/5 41 289

[ 9 (0:00)]

12 (0:01) 9 (0.01)

[ 8 (0:00)]

10 (0:00) 9 (0.03)

5/6 145 1089

[14 (0:00)]

16 (0:02) 12 (0.04)

[11 (0:00)]

12 (0:01) 12 (0.04)

6/7 545 4225

[18 (0:02)]

15 (0:17) 15 (0.17)

[13 (0:01)]

13 (0:05) 13 (0.17)

7/8 2113 16641

[21 (0:06)]

21 (0:17) 19 (1.38)

[15 (0:05)]

15 (0:25) 14 (1.86)

8/9 8321 66049

[24 (0:32)]

24 (1:91) 23 (7.38)

[15 (0:22)]

16 (1:44) 15 (9.10)

9/10 33025 263169

[25 (1:70)]

28 (10:54) 26 (33.05)

[16 (1:25)]

19 (7:71) 17 (45.05)

10/11 131585 1050625

[26 (9:68)]

33 (53:20) 31 (154.38)

[16 (6:19)]

22 (38:16) 21 (126.79)

11/12 525313 4198401

[26 (41:19)]

40 (258:82) 38 (242.76)

[16 (27:21)]

23 (158:3) mem. ex.

12/{ 2099201 16785409

[26 (164:55)]

42 (1086:4) mem. ex.

[16 (101:07)]

mem:ex: mem. ex.

R

�

: 24 23

R: 22 21

C

�1

�

h

: 54 56

Table 3: #cg{it. and CPU{times for the homogeneous problem in the circular domain

artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

3/4 13 81

[ 5 (0:00)]

6 (0:00) 5 (0.43)

[ 5 (0:00)]

6 (0:00) 6 (0.00)

4/5 41 289

[18 (0:00)]

25 (0:01) 27 (0.03)

[15 (0:00)]

20 (0:01) 20 (0.03)

5/6 145 1089

[33 (0:02)]

42 (0:04) 42 (0.14)

[23 (0:01)]

35 (0:05) 32 (0.11)

6/7 545 4225

[45 (0:04)]

63 (0:19) 54 (0.51)

[28 (0:04)]

50 (0:24) 44 (0.57)

7/8 2113 16641

[53 (0:15)]

37 (0:55) 33 (2.41)

[35 (0:12)]

31 (0:50) 29 (2.49)

8/9 8321 66049

[63 (0:81)]

50 (4:29) 42 (11.41)

[38 (0:57)]

38 (3:28) 36 (12.14)

9/10 33025 263169

[72 (4:93)]

66 (34:48) 59 (82.77)

[41 (3:24)]

49 (18:69) 45 (67.71)

10/11 131585 1050625

[80 (30:45)]

78 (130:71) 69 (413.29)

[47 (23:89)]

39 (65:54) 36 (205.01)

11/12 525313 4198401

[88 (243:07)]

93 (674:28) 85 (1755.6)

[51 (92:45)]

53 (368:83) mem. ex.

12/{ 2099201 16785409

[94 (620:26)]

mem:ex:) memory exceeded

Table 4: #cg{iterations and CPU{times for the material problem in the circular domain
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Obviously, this test example and also the �rst one have the peculiarity of the given jumping

boundary condition in common. Naturally, the real unstructured meshes for computing

the inhomogeneous problem were also generated by the advancing front algorithm given

in [11], where the interfaces can be taken into account. To abbreviate this section we

renounce to present the corresponding grids.

4. Preconditioning having the problems (a) and (b) in the "SFB{domain":

�div(a(x)grad(u(x))) = 0 in 
 = SFB ; see Figure 1 ;

where (a): a(x) = 1 ; x 2 
 = SFB

and (b): a(x) =

8

>

>

<

>

>

:

1 ; x 2 S

10

3

; x 2 F

10

6

; x 2 B

u = x

1

+ x

2

+ 1 on �

0

= exterior part of @
 ;

@u=@N = 0 on �

1

= @
 n �

0

= 3 interior boundary pieces :

For this problem the really unstructured mesh having N = 163 nodes was already shown

in Figure 1. For completing the structured part of the tables below we used the initial

mesh given in Figure 2 (N = 50) consecutively re�ning it canonically.

artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

5 50 1089

[ 7 (0:00)]

8 (0:00)

[ 8 (0:00)]

7 (0:02)

6 157 4225

[15 (0:01)]

15 (0:03) 14 (0.03)

[16 (0:03)]

13 (0:07) 12 (0.04)

7 536 16641

[22 (0:03)]

23 (0:16) 18 (0.13)

[21 (0:04)]

20 (0:28) 13 (0.18)

8 1954 66049

[28 (0:10)]

25 (1:13) 24 (1.09)

[25 (0:10)]

24 (2:17) 17 (1.63)

9 7430 263169

[33 (0:39)]

34 (7:36) 37 (7.53)

[28 (0:45)]

31 (13:04) 27 (11.41)

10 28942 1050625

[38 (2:85)]

41 (44:75) 39 (58.12)

[30 (2:48)]

33 (56:27) 30 (48.64)

11 114206 4198401

[41 (14:93)]

46(170:39) 48 (212.75)

[31 (13:38)]

34 (241:84) 34 (219.28)

12 453694 16785409

[44 (67:55)]

70(1262:1) 83 (1470.6)

[32 (52:05)]

mem:ex: mem. ex.

R

�

: 25 23

R: 23 20

C

�1

�

h

: 52 57

Table 5: #cg{it. and CPU{times for the homogeneous problem in the "SFB{domain"
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artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

5 50 1089

[ 8 (0:00)]

9 (1:01)

[ 8 (0:02)]

8 (0:02)

6 157 4225

[16 (0:01)]

16 (0:04) 17 (0.27)

[14 (0:03)]

15 (0:08) 14 (0.05)

7 536 16641

[22 (0:03)]

20 (3:56) 20 (0.16)

[20 (0:03)]

21 (0:31) 18 (0.18)

8 1954 66049

[27 (0:08)]

27 (5:55) 26 (1.18)

[24 (0:10)]

20 (1:47) 26 (1.91)

9 7430 263169

[33 (0:37)]

40 (9:66) 37 (9.68)

[26 (0:44)]

28 (10:57) 30 (17.97)

10 28942 1050625

[37 (2:55)]

56 (62:14) 59 (97.44)

[28 (2:29)]

45 (68:67) 40 (285.98)

11 114206 4198401

[40 (13:98)]

78(350:76) 88 (396.96)

[28 (11:39)]

60 (406:59) 54 (347.28)

12 453694 16785409

[43 (65:61)]

83(1496:6) 96 (1740.8)

[28 (45:73)]

mem:ex: mem. ex.

R

�

: 25 23

R: 23 20

C

�1

�

h

: 52 57

Table 6: #cg{iterations and CPU{times for the material problem in the "SFB{domain"

"SFB"-Isolines, 4 Level

SFB 393 - TU Chemnitz-Zwickau

Figure 6: The �lled "SFB"{isoline picture delivered by our postprocessing
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5. Magnetic �eld computation in an electronic motor:

This example is of important practical interest, cf. [12, 15] also for details. The domain


 is the fourth of the cross section of an electronic motor the magnetic �eld computation

must be calculated in. The following Figure 7 presents motor's geometry with its distinct

material properties additionally connected with geometric peculiarities, which are causing

solution's singularities in several indicated points P

i

; i = 1; : : : ; 6, see also [11] for more

details.

�

�

(a)

(b)

(c)

(d)

(e)

r

P

1

r

P

6

r

P

3

r

P

2

r

P

4

r

P

5

abs. permeability : �

0

= 1:257 � 10

�6

Vs=Am

rel. permeability and the given materials :

(a) iron rotor �

r

= 1694

(b), (c) permanent magnet �

r

= 1:15

(d) sheet{metal shell �

r

= 2488

(e) air gap �

r

= 1

Figure 7: The fourth-cross section of the electronic motor containing 4 materials

By means of Maxwell's laws the magnetic �eld problem de�ned on motor's cross section

can be rewritten in the following variational formulation, cf. also [12, 15] :

Find the function u 2 H

1

o

such that for all v 2 H

1

o

holds :

Z




1

�

0

�

r

(x)

r

T

urv dx

1

dx

2

=

Z




1

�

0

�

r

(x)

 

@v

@y

B

0x

1

�

@v

@x

B

0x

2

!

dx

1

d

2

;

where B

0x

1

and B

0x

2

denote the remanent inductions of the permanent magnet in x

1

and

in x

2

direction, respectively.

Because of the complicate inner geometry no structured grids for discretizing this domain

are available. Moreover, as it can be seen already in Figure 8 we hint at the fact that by

the automatical mesh generator in [17] the unstructured mesh can be initially adapted to

the given point singularities.

artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

8 469 66049 57 (4.92) 42 (3.14)

9 1831 263169 72 (20.25) 51 (19.32)

10 7237 1050625 87 (79.73) 63 (92.45)

11 28777 4198401 109 (650.67) 103 (657.80)

12 114769 16785409 155 (3699.0) mem. ex.

R

�

: 27 23

R: 23 20

C

�1

�

h

: 50 57

Table 7: #cg{iterations and CPU{times for the magnetic �eld problem
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unstr. mesh: N=469

SFB 393 - TU Chemnitz-Zwickau

Figure 8: The adaptive mesh of the motor's fourth losing the quasiuniformity

For problems with inhomogeneous coe�cient functions a

ij

(x) ; i; j = 1; 2, having jumps

we used the "outer" Jacobi{preconditioning in point 5. of the previous section. More-

over, if all of the interfaces de�ned by the di�erent material properties coincide with

edges of the auxiliary mesh �

h

no di�culties occured when using the auxiliary de�ned

"inner" Jacobi{preconditioning nevertheless. Hence, we may conclude that this "inner"

Jacobi{preconditioner becomes inadequately disturbed when the interface approximation

is performed in the form of steps. Therefore, we propose the shifting of appropriately

choosen nodes of the domain Q

h

to the interfaces to overcome the described di�culties

in an other way which may be even more successful. Computing the inhomogeneous

problems the weeker increasing of the iteration numbers starting at a certain stage of J

(observed e.g. in Table 4) is due to the better approximation of the interfaces as it is

made more precisely in the form of steps.

6.2 First results of the parallel computing

To get the results of the subsection we used the well known Parsytec parallel computer

GCPowerPlus having 32MByte memory at each processor node and a peak performance

of 80MFlop. The programs are called "pmhi.artYs.ppc.px" in the case of the arti�cially

performed Yserantant hierarchical preconditioning and "pmhi.artBPX.ppc.px" in the BPX{

case, respectively. For more details describing the related software tools see also [1, 2, 14].

The next three examples are computed using 16 processors in each case. The domain

decompositions used to be the basis of the parallelization in the case of the "structured

grid"{calculation are given according to the meshes presented in the left part of the Figures

3 and 4, respectively. Computing in the square we have the 16 subsquares consisting of

the two initial triangles shown in Figure 3. Computing in the club shaped domain we have

the 16 subtraingles given in the leftbelow of Figure 4 to be the subdomains for the DD{

based parallelism. For the parallelization of the "real unstructured grid"{computations,

especially in the case of the magnetic �eld calculation, we applied the FE{data distribution

of the meshes after their generation was done by the parallel mesh generator in [11]. Here,

the parameter L

2

is the sum

P

p

s=1

L

2

s

and for J holds J = max(J

s

) ; s = 1; : : : ; p.
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1. The decomposed problem no. 1. of the previous subsection:

artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

1/4 25 186

[10 (0:00)]

10 (1:07) 16 (0.34)

[9 (0:00)]

16 (0:13) 16 (1.10)

2/5 81 400

[ 13 (0:18)]

19 (1:72) 26 (0.69)

[11 (0:20)]

23 (0:43) 30 (2.05)

3/6 289 1296

[17 (0:22)]

24 (1:75) 41 (1.93)

[13 (0:26)]

31 (0:60) 40 (3.01)

4/7 1089 4624

[20 (0:28)]

28 (1:83) 55 (6.21)

[14 (0:30)]

42 (0:87) 53 (14.20)

5/8 4225 17424

[24 (0:36)]

31 (1:95) 70 (11.50)

[15 (0:37)]

53 (1:22) 69 (16.51)

6/9 16641 67600

[26 (0:47)]

34 (2:81) 109 (22.86)

[15 (0:47)]

73 (2:81) 75 (43.20)

7/{ 66049 266256

[28 (1:00)]

35 (4:41) mem. ex.

[15 (0:82)]

114 (11:63) mem. ex.

8/{ 263169 1056784

[29 (2:92)]

36 (12:15) mem. ex.

[15 (2:00)]

mem:ex: mem. ex.

R

�

: 25 23

R: 22 22

C

�1

�

h

: 53 55

Table 8: #cg{it. (CPU) for problem 1. (16 subsquares and data distribution, resp.)

2. The decomposed problem no. 2. of the previous subsection:

artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

2/4 16 272

[10 (0:00)]

16 (0:07) 8 (0.00)

[6 (0:00)

6 (0:29) 12 (0.07)

3/3 47 848

[15 (0:19)]

22 (0:38) 23 (0.44)

[14 (0:24)]

19 (0:32) 25 (0.41)

4/6 157 2960

[19 (0:24)]

37 (0:67) 37 (1.24)

[17 (0:31)

38 (0:68) 26 (0.95)

5/7 569 11024

[22 (0:29)]

56 (1:18) 59 (4.19)

[19 (0:37)

55 (1:15) 42 (4.30)

6/8 2161 42512

[26 (0:37)]

90 (2:81) 87 (17.25)

[19 (0:41)

71 (2:31) 55 (12.76)

7/9 8417 166928

[28 (0:43)]

152 (10:10) 145 (111.75)

[19 (0:51)

84 (6:61) mem. ex.

8/{ 33217 661520

[30 (0:71)]

265(57:68) mem. ex.

[19 (0:72)]

125 (32:59) mem. ex.

9/{ 131969 2633744

[31 (1:77)]

350(268:88) memory exceeded

R

�

: 20 18

R: 11 10

C

�1

�

h

: 69 72

#cg{it. (CPU) for problem 2. (16 subtriangles and data distribution, resp.)
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3. The parallel magnetic �eld computation in the fourth of the motor:

artYs artBPX

J N L

2

struct. grid unstr. grid struct. grid unstr. grid

8 469 208591 67 (17.20) 62 (13.62)

9 1831 566735 115 (85.97) 93 (79.50)

10 7237 828815 165 (124.58) mem. ex.

R

�

: 25 21

R: 23 19

C

�1

�

h

: 52 60

Table 10: #cg{it. and CPU for problem 5., where data distribution was made

Finally, let us give the following remarks comparing the results of the three tables pre-

sented here. If all of the subdomain meshes 


h

s

; s = 1; : : : ; p, into which the whole mesh




h

is decomposed coincide with the auxiliary square grids �

h

s

; s = 1; : : : ; p, the computa-

tion in parallel is very e�cient as it was expected, see Table 8. Otherwise, the step form

approximation of the coupling boundaries de�ned by the domains Q

h

s

which are subsets

of the overlapped grids �

h

s

; s = 1; : : : ; p, detoriates the convergence of the preconditioned

parallel cg{method substantially. In comparison with the results of the parallel artYs{

method the more bad iteration numbers of the parallel version of the artBPX are caused

by the weekness that in the latter case up to now the communication is only performed

w.r.t. the coupling nodes assigned to the �nest level zone of the arti�cial BPX{list.

We are seeking for the remedy to recover the fast convergence of the arti�cially precondi-

tioned cg{methods also in the general case of their parallelization.
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