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Abstract—Localization and navigation are two key factors for our globalized world. Driven by cost-effective end-user devices, position estimation using Global Navigation Satellite Systems (GNSS) is common sense. Using the pseudorange measurements as input, many research groups developed their own approaches for estimating position information and evaluated it in simulation or real-world scenarios. Surprisingly, a common publicly available dataset for comparing such algorithms against each other has not been established. We pursue the idea of a uniform, free to use dataset collected by a low-cost receiver in conjunction with associated reference data originating from a high-precision device. For creating representative datasets, we chose four challenging scenarios within two different cities with various influences of urban canyons and surroundings. Based on this, we present first preliminary results from our Factor Graph approach. Our datasets are associated with the smartLoc project and are available online at: www.mytuc.org/GNSS
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I. INTRODUCTION

Localization around the globe and in real time with satellites is a big accelerator to a globalized traffic and trade. The technique behind is called Global Navigation Satellite System (GNSS). In more detail, different satellite systems like the North American Global Positioning System (GPS), the Russian Glonass, the European Galileo or the Chinese BeiDou could be used for the localization process already. All these global systems and other local systems, like the Japanese QZSS (to mention just one), enable a fast localization under an open sky. However, satellite navigation is based on the transmission of electronic waves with its typical characteristics and drawbacks. That is, if we have a limited view to the sky, the localization process is faulty. Well-known examples are places in the proximity of high buildings or with dense and high vegetation. Hence, the localization process in urban scenarios was addressed by many research activities. Within urban areas, Non-line-of-sight (NLOS) and multipath are the largest challenges for an accurate and available position fix.

Existing research activities (see Table I) encounter these challenges in different ways with various approaches. All these activities base on simulated or real world data in static or dynamic scenarios [1]. Unfortunately, a major restriction of all published and founded work is the incomparability of the results. Thus, all existing works are only comparable with itself. It should be noted that the reasons for this fact could be diverse. That starts with additional sensors like cameras, light detection and ranging (LiDAR), radio detection and ranging (Radar), etc., special prepared maps with different content and ends with cooperative approaches to improve the position quality. To cover all the various approaches is impossible with one dataset. All approaches in context of GNSS use calculated position fixes or raw measurements (more known as pseudoranges) delivered by a receiver. At this point, we would like to publish a common dataset in typical scenarios, which addresses the mentioned challenges. We provide within this paper complete datasets with low-cost GNSS data, reference GNSS data, associated broadcasted ephemeris data, as well as ego motion data like yaw-rate and velocity. These datasets enable the user to calculate a position fix, compare with the reference data and fuse the data with ego motion output.

This paper is categorized in four main parts. After a brief introduction in the field of GNSS and a motivation to the question—Why do we need a uniform dataset for GNSS data?—a short state of the art overview regarding available datasets is shown. In the subsequent section, the methodology is introduced in detail. The following section presents the output data and explains each data type. In Section VI, we present first results from the project smartLoc [2]. The paper will end with a conclusion as well as an outlook. After all, the license terms for the given datasets will end the paper.

II. MOTIVATION

A major challenge of GNSS based systems in urban environments are NLOS measurements. These result from reflections of the received signals, which especially can occur in narrow streets between tall buildings, so-called urban canyons. Figure 1 shows such an urban canyon with the negative effects on the availability of satellites. For a better understanding of the challenges in the scene at hand, we added a sky plot (left side) with GPS (green) and Glonass (red) showing the reduced availability of satellites (in ideal view 16 satellites).

The common Kalman filter-based approach to fuse the measured pseudoranges uses a Gaussian distributed noise as error model. Through the geometrical elongation case of NLOS measurements, this error model becomes invalid, which leads to a large distortion of the position estimator. To prevent these distortions, the common filter approach has to be replaced with an algorithm that is better suited for non-Gaussian errors. For the simultaneous localization and mapping (SLAM) problem in robotics, a variety of robust optimization back-ends have been proposed in the recent past [3]–[10]. These back-ends can be applied to solve generic estimation problems like in GNSS.
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Some datasets contain localization information, but neither includes precise data as well as low-cost data. The focus of the majority of the introduced datasets are vision systems. At this point, we would like to fill the gap with real data from urban scenarios including low-cost GNSS data and an associated reference data.

IV. METHODOLOGY

In this section, we describe in detail all conditions to the data recording procedure used to create the four proposed datasets located in Frankfurt/Main and Berlin. Ground-truth information is generated in post-processing mode, as described later on. It is based on the high-precision reference system’s measurements.

A. Precondition on Data

After the taxonomy of the multipath/NLOS problem by [25] there are some preconditions to the kind of data. Different approaches use external map data as an additional sensor. Other approaches use Quality parameters like Signal-noise-ratio, Doppler frequency or Carrier phase. Still others use additional sensors like camera, laser or radar for data fusion approaches. No dataset is able to cover all possible setups. Hence, we focus on a good selection of the measurement tracks, where data for buildings and environments are available. For Berlin, there is public data in the project Berlin 3D [26] available. For the city of Frankfurt am Main, the Stadtvermessungsamt [27] published some inner city data. Likewise, the open project osm-3D [28] provides city data, but for many cities. The above mentioned quality parameters are supported by our low-cost receiver. They are included within our data accordingly. However, as the current work has its focus on GNSS-based position estimation, we neglect camera data for now, even if we have recorded some. The dataset is recorded with our test vehicle Carai1, which will be described later on.

B. Measurement Tracks

Based on the aspects detailed above, we examined possible environments suiting our demands for a challenging dataset. Especially, we focused on Urban Canyons, where NLOS and multipath are present to a large extend. Looking for a suitable route, we first extracted the cities, which have a large amount of high-rise buildings. Thus, we identified the cities of Frankfurt/Main and Berlin. We designed our test tracks to lie preferably within areas with high-rise and densely populated buildings as well as narrow streets. Naturally, these properties are met more or less during one scenario. An overview of all four scenarios with its tracks is given in Figure 4.

Within the city of Berlin, we located one track around the Potsdamer Platz (Scenario 1). It has a length of about 1.6 km if they are formulated as factor graphs, a kind of Bayesian network. While for SLAM scenarios, multiple comparisons of robust graph optimization approaches like [11] and [12] exist, there are none for GNSS-related applications. For this reason, our first comparison in [13] was limited to synthetic data, but already showed the potential of this class of algorithms. To create a first foundation for a comparison under real world conditions, we decided to share the required data in form of a public available dataset, because none of the examined datasets (see Table I) fulfilled all our requirements in terms of surroundings and the necessary measurement data.

III. STATE OF THE ART

In science, it is necessary to compare various results against each other or to have a same base to build comparable conclusions. In the field of vision systems like training sets for different classifiers, there are serious datasets. For vision systems exist some databases, e.g., the Daimler Database for pedestrians [14] or the Nordland dataset [15] from a drive in a train over different seasons. In the field of mobile robotics, specifically SLAM, many real and synthetic datasets exist, like the well-known dataset of the Intel Research Lab. The spirit of providing datasets for competing algorithms is present in the community and online resources like [16], [17] or [18] provide collections of datasets and sometimes specific benchmarks for scoring results or more generic evaluations. Other datasets contain data about Naturalistic Driving Studies (NDS) from the project UDRIVE [19] and Strategic Highway Research Program 2 [20]. Another well-known source in the field of autonomous driving, including datasets and benchmarks, is the Kitti Vision Benchmark Suite [21] with focus on stereo processing, optical flow, visual odometry, object and lane detection and tracking. Still others focus on semantic understanding of urban street scenes like Cityscapes Dataset [22], different kind of published data from the INRIA Grenoble Rhône-Alpes team [23] or synthetic images of urban scenes [24]. The focus of all these datasets are different from a dataset addressed for the GNSS field (raw measurements and reference data). In our view the conditions of a uniform dataset are:

- Low-cost GNSS position
- Smoothed Reference GNSS position
- Odometry data (yaw-rate and velocity)
- Ephemeris data

TABLE I. NUMBER OF PUBLICATIONS GROUPED BY ITS DATASET CHARACTERISTIC BASED ON [1]

<table>
<thead>
<tr>
<th>Real Data collection</th>
<th>Static measurement</th>
<th>Dynamic measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Via vehicle</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>Via person</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>(No information)</td>
<td>11</td>
<td>—</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Static measurement</th>
<th>Dynamic measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Via vehicle</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Via person</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>(No information)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
and is accompanied with 70 m to 100 m high buildings (Forum Tower, Kollhoff Tower, etc.). The road width varies between 13 m to 17 m and according to the approach in Sec. IV-F, we got 49% NLOS measurements. The example view of an Urban Canyon in Fig. 1 originates from this scenario. The second track within Berlin is centered around the Friedrichstrasse and is referred to as Gendarmenmarkt (Scenario 2). The track is roughly 5 km long and includes 13 blocks. The streets are framed by 20 m to 60 m high buildings and the road width is about 20 m to 23 m. Here we have an NLOS ratio of about 37%.

Within the city Frankfurt am Main, the first track is referred to as Main Tower (Scenario 3), which includes the highest tower of Germany. Here, the Urban Canyon is characterized by 110 m to 259 m high buildings. The route is about 3 km long with 46% NLOS measurements. The second track within Frankfurt is called Westend Tower (Scenario 4), which includes three high-rise buildings (208 m, 200 m, 142 m). The track is measured to 2.3 km and the road width varies between 10 m to 70 m while the NLOS ratio is about 32%.

C. Sensor Setup

We use both a high-cost GNSS sensor (for reference or ground truth position) and a low-cost GNSS sensor for localization. Additionally, we recorded odometry data (yaw-rate and velocity) from the test vehicle Carai1 [29]. The low-cost data can be divided in two categories. On the one hand side calculated position fixes and on the other hand side raw measurements. We get the reference position as a calculated position fix from the NovAtel sensor. Table II describes the sensors, which were used during the recording process. All GNSS sensors are market products without any adaption from our side.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Low-cost GNSS sensor</td>
<td>u-blox EVK-M8T (u-blox M8 GNSS Evaluation Kit) with ANN-MS antenna</td>
</tr>
<tr>
<td>2) Reference GNSS sensor</td>
<td>NovAtel SPAN Differential (Model CDJRPRMD-1NS2) GPS, GLO, BeiDou with RTK and IGM-S1 Inertial Measurement Unit (IMU) and Pinwheel-Antenna (Model GPS-703-3GGG [30])</td>
</tr>
<tr>
<td>3) Odometry</td>
<td>For obtaining ego motion data over the CAN gateway.</td>
</tr>
<tr>
<td>4) Carai1</td>
<td>One of our three test vehicles equipped with different sensors [29]. This test vehicle is a VW Touran.</td>
</tr>
</tbody>
</table>

The positions of the antennas on top of the roof of our test vehicle Carai1 [29] are shown in Figure 2. The figure illustrates the schematic view of all antennas. The Pinwheel antenna is mounted 1.497 m above the origin of the vehicle coordinate system. The centers of antenna one and antenna two are on the same height. All units in this figure are in meter. By virtue of a firmware update of the u-blox sensor during the both measurement campaigns, we have a different availability of satellite systems in the scenarios. Table III shows the different constellation for each scenario in Berlin and Frankfurt.

### TABLE III. SATELLITE SYSTEMS IN SCENARIOS AT GLANCE

<table>
<thead>
<tr>
<th>Satellite system</th>
<th>GPS</th>
<th>GLO</th>
<th>GAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potsdamer Platz</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Gendarmenmarkt</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Main Tower</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Westend Tower</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

### D. Procedure of Sensor Data

Our software base for recording, processing and analysis of the data are the system development framework vADASdevel- oper by Vector [31] and the sensor fusion development library BASELABS Create [32]. We divide our procedure to handle and processing the data in three steps. Figure 3 illustrates these three steps, which are necessary to get a complete comparable dataset.

1) Record real data during a measurement campaign
2) Post processing the data for generating of ground truth
3) Generation of export data

Step one consists of both recording the data and check the data for consistency of the desired recording setup. Step two contains the processing of all data and create a ground truth for each position related data to export. The last step generates the export data in form of different Character Separated File (CSV) files.

[Figure 3. Schematic representation of the procedure for recording, post processing and generation of export data.]

Which messages from the sensors did we recorded? Table IV gives an overview about the messages with the associated frequency for each sensor. For more details, take a look into the manuals of the sensor (u-blox [33] and [34], NovAtel without IMU [35] and with IMU [36]). The log type indicates the type of a messages, continuous or when a new message available. The messages BestPos and BestVel from NovAtel can used for the generation of ground truth and is also a part of the exported data.

A worldwide common coordinate system for localization is the World Geodetic System 1984 (WGS 84). A definition
Figure 4. Aerial view of the selected scenarios. We chose two different tracks (visualized as green line) in the city of Berlin and Frankfurt am Main (Germany). They are representative examples for a so called Urban Canyon.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Data type</th>
<th>Log type</th>
<th>Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-cost GNSS sensor</td>
<td>NAV-POSLLH</td>
<td>Sync</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>RXM-RAWX</td>
<td>Sync</td>
<td>5</td>
</tr>
<tr>
<td>High-cost GNSS sensor</td>
<td>BESTPOS</td>
<td>Sync</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>BESTVEL</td>
<td>Sync</td>
<td>20</td>
</tr>
<tr>
<td>Odometry</td>
<td>YAWRATE</td>
<td>Sync</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>VELOCITY</td>
<td>Sync</td>
<td>50</td>
</tr>
</tbody>
</table>

of the WGS 84 system is done by the National Imagery and Mapping Agency [37] or in the Global Positioning System Standard Positioning Service Signal Specification [38]. This coordinate system can be called as the standard coordinate system and all our position information refer to it.

E. Parameters for Data

This section includes some explanations and details about the exported data. In detail, some hints about the time format, the ground truth format as well as both ephemeris data formats for GPS and Glonass.

**GPS time**: The first and second column of each exported data file describe the GPS time. This time is the measurement time on the sensor side. The GPS time is divided into the GPS week (first column) and the GPS seconds of week (second column). More explanations to GPS time in section V-C.

**Ground truth**: The base of our provided ground truth is BestPos message from NovAtel sensor [35] and odometry data (velocity and yaw-rate). Hence, the coordinate system is WGS 84 in the format of Longitude, Latitude and Height (above mean sea level) too. In subsection V-C there are more details and explanations about the ground truth.

**Ephemeris data**: For a complete set of data, we use the ephemeris data from the German Research Centre for Geosciences (GFZ) [39], which provide data to the Multi-GNSS Experiment (MGEX) of the International GNSS Service (IGS). This service provides orbit data in the Extended Standard Product 3 Orbit Format (SP3) for the most common satellite systems in Europe. SP3 format is a standard format in GNSS field and gives a fast access to this data without any special adaptions.

F. Label for LOS/NLOS

The NovAtel receiver is also able to provide raw measurement (pseudorange) information like the u-blox receiver. The u-blox receiver provide information about all received satellite signals. The NovAtel receiver seems to exclude some satellites in harsh environments, which might be affected by NLOS. NovAtel used for receiving a Pinwheel antenna and internally different algorithms. Hence, we use this information to build a NLOS detection based on different satellites availabilities in both receivers. Therefore, we remember the last received set of satellites from NovAtel and time of data. When we receive in next step a set of satellites from u-blox, we compare the availability of each satellite and time span since the last update from the NovAtel. If the time span is too high or the satellite was never seen before, the pseudorange measurement or satellite marked as NLOS. In the other case, the measurement marked as LOS. This approach gives a hint for the type of LOS or NLOS of a given measurement and we export this information to complete the datasets.

V. OUTPUT OF DATA

This section describes in the first part the structure of the data and gives some comments for a fast implementation of an importer for the data. The second part explains in more detail the creation of the ground truth data, which is the base for a comparison of each algorithm based on the low-cost data.

A. Structure of Exports

There are six message types, which are exported in separate files. The name of the messages and the log type as well as the frequency are described in Table IV. Additionally, the SP3 file is provided by the GFZ and we add this to our exports. All exports have the same structure and the delimiter used in the CSV-files are semicolons. Each line starts with the measurement GPS time of the sensor, followed by the structure described in the data manuals. Additionally, the exports for the messages NAV-POSLLH and RXM-RAWX have information about the ground truth included – more details are described in Section V-C. That means, the structure of both file types follows this structure:

NAV-POSLLH and RXM-RAWX: GPSWeek; GPSSeconds; GTLongitude; GTLongitude Cov; GTLatitude; GTLatitude Cov; GTHeight; GTHeight Cov; GTHeading; GTHeading Cov;
GTAcceleration; GTAcceleration Cov; GTVelocity; GTVelocity Cov; GTYawRate; GTYawRate Cov; next entries followed by manual for each message... GT means in this context ground truth.

Other exports: GPSWeek; GPSSeconds; next entries followed by manual for each message...

One full export of a scenario consists of the following data files (same order like in Table IV):

1) NAV-POSTLLH.csv
   A Geodetic Position Solution calculated by the low-cost receiver.
2) RXM-RAWX.csv
   Multi-GNSS raw measurements for GPS and Glonass from the low-cost receiver.
3) YAWRATE.csv
   Yaw-rate data from the ego motion sensor of the test vehicle Carai1.
4) VELOCITY.csv
   Velocity data from the ego motion sensor of the test vehicle Carai1.
5) SP3 file
   Includes the post-processed ephemeris data for all relevant satellite systems.
6) BESTPOS.csv and BESTVEL.csv
   The BestPos is the raw ground truth message from the reference system. We use this message for our smoothing process to build the post-processed ground truth. The BestVel includes best available velocity data from the reference system.

All datasets are published under Creative Commons Attribution-NonCommercial-ShareAlike 4.0 license on the project website of smartLoc – http://mytuc.org/GNSS. A complete package of each message types for all scenarios is available there.

B. Challenges of selected scenarios

As described in section IV-B, we have decided us for urban scenarios with harsh environments for satellite reception. The challenges are the ever changing satellite availabilities. To get a better understanding of NLOS influence in urban areas, we chose the fourth scenario (Westend Tower) to show some details. In Figure 5, two diagrams are shown to visualize the challenge within this urban canyon. The lower diagram shows the theoretically possible number of satellites currently visible in relation to the satellites classified as NLOS. Accordingly, the upper diagram shows the NovAtel receiver’s estimated standard deviation. It is easy to see, that if the number of NLOS measurements is increasing, the estimated accuracy is decreasing in consequence. Indeed, we have situations with less than four LOS satellites. Thus, the IMU supports the reference system to stabilize the localization. This is important to note and restricts the quality of the assumed ground truth originating from the receivers BestPos messages. Later on, we describe how to support the ground truth by post-processing it with a smoother and additional odometry information. All other recorded scenarios show the same effects between NLOS and standard deviation of the reference system.

C. Merge all Data - Smoothing

During the measurement campaigns multiple sensors were used. In detail, the sensor output of a u-blox EVK-M8T low-cost GNSS receiver, a NovAtel INS SPAN reference GNSS system and the vehicle’s odometry has been recorded. As the sensors are not synchronized, we have to align them first to a common timescale, before using them as input to our smoothing algorithm.

The given system timestamp of each measurement denotes the time of arrival according to the computer’s system clock. The NovAtel and u-blox measurements also include the actual time of measurement in GPS time. As the computer clock is quite unstable in general and the timestamping is also influenced by variable delays due to the operating system’s thread scheduling, the time of arrival jitters a lot. To get the highest quality ground truth, the data fusion has been performed using GPS time as the reference. As the vehicles odometry sensor lacks a GPS timestamp, it has been estimated as follows:

- Estimate the relation between NovAtels GPS time of measurement and time of arrival.
- Estimate the relation between an idealized odometry time of measurement and time of arrival.
- Combine the two relations to transform the idealized time of measurement to GPS time.
- Correct the time offset to account for different processing delays.

In the first step the NovAtels GPS time of measurement was compared to the time of arrival, estimating the bias and drift between both clocks using a first order polynomial curve fit.

Following this, a stable internal clock that triggers odometry measurements every 20 ms was assumed for the odometry sensor. An idealized hardware timestamp was computed for each odometry measurement as the product of the measurements successive number and this period time. This hardware timestamp was then related to the time of arrival the same way as the NovAtels GPS time before. This yielded the bias and drift between the idealized measurement time and the computers system time.

Combining these two relations allowed then the computation of the odometries apparent period time within the GPS timescale and its time offset, so suitable GPS timestamps could be derived.
At last, the time offset needed to be adjusted as the previous steps implicitly assumed that both sensors have the same time delay between taking the measurement and applying the system timestamp. An optimizer was used to tune the time offset minimizing the average error between the odometries and NovAtels velocity measurements. As a second optimization parameter, the odometries velocity scaling error was determined too. This scaling error is caused by a changed wheel diameter due to tire wear in respect to the wheel diameter that the revolution counter assumes.

Finally, a Rauch-Tung-Striebel smoothing filter is applied, which uses an unscented Kalman filter in a two-way-smoothing fashion. It used a constant turn-rate and acceleration (CTRA) motion model to estimate the vehicle movement. This motion model was chosen as it is one of the most advanced curvilinear motion models commonly used for vehicle state estimation. Further improvements – like the constant curvature and acceleration model (CCA) – offer only minor benefits but lead to fresnel integrals requiring numerical approximations increasing the implementation complexity and computational cost. More commonly, even simpler motion models like a constant turn-rate and velocity (CTRV) or even constant velocity (CV) are used. As their respective state spaces are subsets of the CTRA state space, smoothing using the CTRA model creates a ground truth that allows the evaluation of those as well.

TABLE V. PROCESS NOISE PARAMETERS USED BY THE CTRA MODEL BASED FILTERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angular acceleration</td>
<td>0.2 rad/s</td>
</tr>
<tr>
<td>Jerk</td>
<td>2.0 m/s³</td>
</tr>
<tr>
<td>Altitude acceleration</td>
<td>0.04 m/s²</td>
</tr>
<tr>
<td>Yaw-rate bias drift</td>
<td>0.0001 rad/s</td>
</tr>
</tbody>
</table>

A comparison of the mentioned motion models including their basic state space definitions and state transition equations can be found in [40]. Extending this, the CTRA model has been augmented to use 3D coordinates. While the original horizontal position estimation was left unchanged, the positions Z component was added as well as an additional altitude velocity to model the altitude assuming a constant climb rate. To optimally include the odometry measurements, the scaling error that had been estimated by the optimizer during the time synchronization process is applied within the odometry velocity measurement model. The odometry yaw-rate bias, however, was estimated online by the filter assuming it to be constant. The used noise parameters for the resulting process model are shown in Table V. The angular acceleration and jerk being noises for the otherwise constant turn-rate and acceleration, the altitude acceleration for the constant altitude velocity and drift for the estimated yaw-rate bias.

VI. FACTOR GRAPH OPTIMIZATION

In the following section we want to give an example of the result of state-of-the-art algorithms with the provided dataset. For the estimation of a trajectory based on a set of pseudo-ranges, a sensor fusion algorithm has to be applied. Similar to our former benchmark [13], we use a factor graph as graphical representation of a non-linear least squares minimization problem. In its general topology the same graph as proposed in [41] is used, including atmospheric (Ionosphere and Troposphere) and satellite clock corrections. The robust algorithms Switchable Constraints (SC) [3] and Dynamic Covariance Scaling (DCS) [4] were implemented within the GTSAM framework [42] and solved online with the provided iSAM2 algorithm [43]. For further algorithmic details, we refer to our earlier descriptions in [13] or the original papers of each algorithm. A constant position model is used to avoid the more complex handling of the odometry, which has a different measurement rate than the satellite system.

The estimated trajectory of the Berlin Gendarmenmarkt data stream at Figure 6 shows the strong distortion that is most likely caused by NLOS Observations. Table VI summarizes the 2-dimensional UTM-X/Y position error for all data streams. This error can be described as the Euclidean distance between the estimated position and the ground truth. Similar to our former comparison at high NLOS ratios, the DCS algorithm shows bad results. The high NLOS amount over 30% in combination with the lack of odometry could be the reason for the insufficient performance of this algorithm. Especially with the missing odometry and the simplified motion model, there is no possibility to set the new initial position values different from the previous ones. Such a suboptimal initialization can be a problem for robust algorithms, like shown in [44] or [45].

Switchable Constraints on the other side is able to improve the position estimate over the results of the pure Gaussian factor graph. Nevertheless, is the improvement smaller than we would expect based on our former work. To investigate the problem of the SC algorithm, we visualized the switch values, a kind of continuous weights for each measurement, with Figure
7. A perfect distribution would show all LOS values on the right side around 1 and all NLOS values around 0 at the left. Although the NLOS values are more on the left side than the LOS one, the histogram is far from ideal. So, a high amount of NLOS pseudoranges is included in the optimization process, which explains the results. However, for final conclusions about the performance of robust algorithms on these datasets there is still a lot to do.

VII. CONCLUSION & OUTLOOK

Challenging datasets for the evaluation and application of GNSS based position estimation algorithms have been presented in this work. The selected tracks cover ordinary situations typically encountered in urban environments, such as limited satellite visibility, uncounted reflections and satellite signal outages caused by buildings. As our aim is the usability of our dataset for the evaluation of competing algorithms within the GNSS field, we gave detailed information about our experimental setup as well as an analysis of our datasets including a description of the provided file types.

The included results of a factor graph based position estimation provide a first baseline to compare future implementations. For further improvements, the online estimation of the underlying error distribution seems to be an important next step. With a good representation of this distribution, we will be able to apply other robust sensor fusion algorithms like Max-Mixture [9] or generalized iSAM [46]. Also, we have to invest more efforts to characterize the error distribution of this dataset and the differences to our previous synthetic test.

Another point is the handling of information inside the datasets. Currently, some expert knowledge is needed for extracting the satellite positions from the SP3 file or to estimate different errors, e.g., ionospheric or tropospheric delays, which influence the accuracy of the ego position result. The extension of our datasets for such information facilitate the access to the information inside the dataset.

Within varying published work, some approaches use camera information for NLOS detection [47], traffic sign recognition for additionally landmarks [48] or lane mark recognition to stabilize the localization [49], to address just some examples. Due to publishing camera information, the dataset could be more interesting for variety of other approaches using camera information.
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