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Visualizing the dynamics of complex spatial networks in structured fluids
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We present a data reduction and visualization approach for the microdomain dynamics in block
copolymers and similar structured fluids. Microdomains are reduced to thin smooth lines with
colored branching points and visualized with a tool for protein visualization. As a result the temporal
evolution of large volume data sets can be perceived within seconds. This approach is demonstrated
with simulation results based on the dynamic density functional theory of the ordering of
microdomains in a thin film of block copolymers. As an example we discuss the dynamics at the
cylinder-to-gyroid grain boundary and compare it to the epitaxial cylinder-to-gyroid phase transition
predicted by Matsen [Phys. Rev. Lett. 80, 4470 (1998)]. © 2007 American Institute of Physics.

[DOLI: 10.1063/1.2747598]

I. INTRODUCTION

Block copolymers and ordered mesophases of surfac-
tants form spatially complex structures on the nanometer
scale.' These materials have attracted a large interest as tem-
plates for the synthesis of nanostructures of inorganic
materials.” Furthermore interesting similarities exist to
biomembranes® and intracellular compartments in living
cells.* In the past decade different experimental techniques
such as electron tomographys’6 and nanotomography7 have
been developed to obtain volume images of these structures
with 10 nm resolution.

At the same time advances in theory and simulation
methods allow us to predict the structure and dynamics of
these systems.8 Of particular interest for the understanding of
the structure formation processes is the spatial structure of
individual defects and grain boundaries and their dynamics
during shear ﬂow,9_” structural phase transitions,13_15 and
their behavior in electric fields.*'®!

The typical simulation result is the spatiotemporal evo-
lution of the density distribution of block copolymer compo-
nents within the simulated volume. The data set consists of
several thousand snapshots of such density distributions (Fig.
1). Figure 1(a) shows the density distribution on the bound-
ary of the simulated volume. The task is to also display the
internal structure within the simulated volume, to do this for
all time frames, and to enable the viewer to perceive the
spatially complex structures as well as their temporal evolu-
tion. Because of the large number of available time frames,
methods are needed which allow for a fast reception of the
spatially complex dynamics. The techniques to display three-
dimensional data sets either with two-dimensional projec-
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tions or on stereo displays are called volume 1rendering.]2
The conventional approaches to visualize three-dimensional
block copolymer microdomain structures are isodensity sur-
faces [Figs. 1(b) and 1(c)]. Because the typical volume frac-
tion of the material is in the 30%—-50% regime, meaningfull
isodensity threshold values give rather dense networks which
obstruct the view into the simulation box. A common way to
overcome these visualization problems is to crop the volume
and display only small parts of the entire structure.”” An
alternative is to display only a two-dimensional cross section
through the volume data set or to restrict oneself to the
study of two-dimensional or quasi-two-dimensional
systems.m’ls’lg’zl

A direct volume rendering using an appropriate transpar-
ency map12 is also not suitable for an easy reception and
recognition of block copolymer microdomain structures in
large volumes because of the rather smooth density varia-
tions. Alternative representations of microdomain structures
are intermaterial dividing surfaces,”* the reduction of micro-
domains to their skeleton,25 and medial surfaces.?

In this work we present a method for preception of the
spatially complex dynamics in block copolymers and other
structured fluids. The method consists of two steps. First the
microdomain structures are reduced to their minimal fea-
tures: connections are represented as thin smooth lines and
branching points as small spheres of different colors. The
resulting network and its dynamics are visualized with a tool
for protein visualization. As a result, the viewer can perceive
large data streams with hundreds of volume images within
seconds when displayed as an animated sequence of images
(movie). As an example, we present the dynamics of a tran-
sient defect in a thin film of block copolymers simulated
with dynamic density functional theory (DDFT).?’ The mi-
crodomain structures resemble the gyroid-to-cylinder transi-
tion predicted by Matsen using self-consistent field theory
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FIG. 1. Mesodyn simulation of a A;B,A; block copolymer film in a simu-
lation box, with film thickness H=42, interaction parameter €,3z="7.1, sur-
face field €),=6.0, and periodic boundary conditions. The surfaces are lo-
cated at the top and the bottom of the simulation box. (a) Density
distribution of the A component after 1600 time steps. Dark corresponds to
a high A density. (b) Corresponding isodensity surface for a threshold value
p4=0.33. The enclosed volume corresponds to the volume fraction of the A
component. (c) Isodensity surface for p,=0.75.

(SCFT).28 Our simulation result shows the same structure
and orientation of the defect, however, a different dynamics.

Il. METHOD
A. Visualization

Our visualization approach is schematically shown at a
detail (Fig. 2) of a much larger data set (Fig. 1). Starting
from the three-dimensional (3D) density distribution of the A
component we set the threshold p,=0.33 and obtain the iso-
surface [Fig. 2(a)]. It encloses all pixels with density values
greater than the threshold value. The result is a binarized 3D
volume data set which we skeletonize in the next step.

For this, different algorithms exist which have been re-
viewed in Refs. 33 and 34. The algorithms differ in certain
features such as robustness, thinness, invariance under iso-
metric transformations, symmetry, efficiency, and homotopy
(see, e.g., Ref. 35).

We have chosen the algorithm of Tsao and Fu®® which is
based on local connectivity and topology and is easy to
implement. It iteratively removes so-called simple points un-
til only the skeleton is left. A simple point is a border point
whose deletion does not change the topology in its 3 X3
X3 vicinity. To prevent the removal of surface or curve end
points the preservation of topology is also checked in the two
3 X 3 vicinities of the point which are parallel to the thinning
direction and to every one of the other two axes perpendicu-
lar to the thinning direction. First, the two-dimensional me-
dial surface which consists of the centers of the maximal
balls inscribed into the objects which are skeletonized is
computed and subsequently in a second pass the one-
dimensional medial axis. A drawback of the algorithm is its
sensitivity to noise and that it removes voxels only from one
particular direction in each pass. Because of this, it is sensi-
tive to the predetermined order of the different directions and
hence not rotational invariant. The resulting skeleton is
shown in Fig. 2(b).

Our implementation of the algorithm of Tsao and Fu
does not account for the periodic boundary conditions of the
original data set and introduces artifacts in about 5 pixels
wide zone at the boundary. We have solved this problem by
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FIG. 2. (Color online) Illustration of our data reduction and visualization
technique. (a) A small piece of isodensity surface displaying a branching
cylinder. (b) Medial axis obtained by applying the thinning algorithm of
Tsao and Fu. (Ref. 37). (c) Visualization of the data shown in (b) as a stick
and ball model. Kinks reflect the discrete points of the medial axis. Balls
mark branching points with the color coding of the number of branches. (d)
Same as (c) after removal of artifacts, such as clusters of balls. (e) Same as
(d) with the branches approximated by a cubic smoothing spline.

enlarging the data set by periodic continuation of 16 pixels in
each direction and cropping the resulting skeleton to the
original size of the data set.

The next step is to transform the skeleton to a stick and
ball model [Fig. 2(c)]. To this end we use the data format of
the protein database’’ (PDB) which is a standard for filing of
protein structures which can be considered as complex net-
work structures.

Due to the noise of p, and the discreteness of the data
different artifacts exist. The most frequent artifacts are short
(1-2 grid units long) protrusions and clusters of threefold
branching points at positions where the cylinders branch.
Furthermore the connecting lines are irregular. In a first
pruning step the short protrusions and clusters [such as in
Fig. 2(c)] are identified and removed [Fig. 2(d)] by compar-
ing them with an empiric catalog of artifacts. The pruning is
done in the following way:

(D Assign to each point (voxel) of the skeleton a value
corresponding to its number of neighbors

(I)  Find a point with at least three neighbors

(IIT)  Inspect the values of the neighbors of this point

(1) If there is a neighbor with value of 1 (one voxel pro-
trusion)

(a) Delete this neighboring point
(b) Correct the value of the primary point

(2) If there are neighbors with value of 2

(a) Check if one of them is connected to another neigh-
bor of the primary point

(b) If there is such a pair then delete the neighbor with
value of 2 and correct the values of the points neigh-
boring to the deleted point

(3) If there are at least two neighbors with a higher value
than 2: Search for two neighbors which are connected
to each other (they form a triangle). If such a triangle is
found

(a) Place a new point in the center of the triangle

(b) Delete the old triangle and add connections to the
new point

(c) Set the values of the new point and correct the val-
ues of its neighbors

(4) Repeat step 3 until no triangles are found
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With these pruning steps also more complex examples
can be reduced. For illustration of the pruning algorithm see
supplementary data.*®

At this step the branching points and end points are col-
ored according to the number of branches. Then the irregular
connecting lines are smoothed by cubic smoothing splines
[Fig. 2(e)]. As we used the PDB format the result can be
visualized in 3D with various software tools, for instance
pymoL.* A particular feature is its ability to view the 3D
data set in stereo mode and anaglyph views. From the series
of anaglyph views we have produced movie 1 (see supple-
mentary data’®).

B. MESODYN computer simulation

For demonstrating our visualization approach we have
used the result of a MESODYN simulation®” similar as in Ref.
27 where the structure formation in a thin film of cylinder
forming block copolymer melt is modeled. A3B;,A; block
copolymers are modeled as Gaussian chains with different
beads A and B. A Gaussian kernel characterized by €,p is
used to model the bead-bead interaction potential. The film
interfaces were treated as masks (M) with a corresponding
bead-mask interaction parameter €,,= €4,,— €z, For the spa-
tiotemporal evolution of bead densities p,(r,f) the complete
free energy functional F[p;] and the chemical potenials u;
=dF[p;]/dp; are used. The Langevin diffusion equation is
solved numerically starting from homogeneous densities. An
appropriate noise is added to the dynamics. For details on the
simulation method see Ref. 30.

MESODYN simulations predict correctly the equilibrium
structure””**>% and the microdomain dynamics13 in thin
films of block copolymers. In order to demonstrate our new
visualization approach we have chosen a simulation run of a
thick film with film thickness of H=42 grid units and inter-
action parameters €,5="7.1 and €,,=6.0 (both in kJ/mol). For
details of the parametrization and the resulting equilibrium
structures see Ref. 27. The particular simulation run used in
this work is a typical result. Different noise and another ini-
tialization of the random number generator would cause an-
other dynamics but the same final equilibrium structure.

lll. RESULTS

As an example to demonstrate our visualization ap-
proach we have modeled the structure formation process in a
thin film of block copolymer. The simulation result is the
density distribution of the two components A and B as a
function of space and time. The isodensity surfaces show the
change of the microdomain structure from the initially ho-
mogeneous distribution to the equilibrium structure of hex-
agonally ordered cylinders. The rather thick microdomains
obstruct the view into the inner parts of the simulated vol-
ume [Figs. 1(b) and 1(c)]. This makes it difficult to observe
the details of structural rearrangement processes. With our
data reduction the isosurface is transformed to a network of
thin smooth lines with branching points colored by their con-
nectivity order (Fig. 3 and movie 2 in the supplementary
data38). Compiling the series of images into a stereo view or
anaglyph movie and playing it in a fast mode make it easy to
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FIG. 3. (Color) Reduced representation of the network of A cylinders in a
thin film of A;B,A; block copolymers, calculated from an isosurface with
threshold value p,=0.33 for 15000 time steps. The thin lines do not ob-
struct the view into the simulation box. The complex 3D network structure
is much better perceivable in the anaglyph movie 1 (see supplementary data,
Ref. 39). Three different structures are visible in the simulation box: in the
upper third hexagonally orderd cylinders (C), in the middle a gyroid like
network (G), and in the lower third layers of perforated lamellae (PL). Our
visualization technique allows us to see and follow the 3D dynamics of the
network. A characteristic detail of the structure at the cylinder-to-gyroid
boundary is marked with thick lines and displayed in Fig. 4(a) along with its
further dynamics.

percept the block copolymer dynamics over some 10 000
time steps within seconds. The coding of branching points
makes it easier to orient within the structure and to recognize
characteristic structures and defects.

Starting from a homogeneous distribution the two com-
ponents first microphase separate and form microdomains
with no long-range order. This process is finished after about
200 time steps. The next step is the much slower ordering
process of microdomains.

In the first phase (200-3000 time steps) the micro-
domains orient parallel in the vicinity of surfaces and form a
layer of perforated lamellae at each surface. In the middle of
the film the microdomains remain disordered. In the follow-
ing the order propagates towards the center of the film. This
result is similar to the simulation results of Ref. 40 who have
first studied with MESODYN simulations the surface induced
ordering process in a lamella forming system. We study a
cylinder forming system close to the gyroid and perforated
lamella phases.27

The ordering process towards hexagonally ordered cyl-
inders involves transient phases such as the gyroid and per-
forated lamella phases. In addition our particular simulation
is complicated by a spontaneous symmetry break into differ-
ently ordered phases which we attribute to the fact that the
involved phases are energetically similar. At the upper sur-
face cylinders are formed already after 9000 time steps,
whereas at the lower surface the perforated lamella remains.
In the middle a disordered network of microdomains exists
which we consider as gyroidlike because of the large number
of threefold connections. The layer of the cylinders next to
the upper surface acts as a nucleus for the equilibrium phase
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FIG. 4. (Color) (a) Sequence of microdomain structures during the gyroid-
to-cylinder transition observed in this work. The corresponding time steps
are displayed in the figure. The arrow marks a moving connection, the
scissors mark a breaking connection. (b) Sequence of structures during the
cylinder-to-gyroid transition predicted by Matsen (Ref. 29). The color cod-
ing of branching points is the same as in Fig. 3. Adopted from Ref. 29;
©1998 American Physical Society).

of hexagonally ordered cylinders. Starting from this layer the
phase grows towards the lower surface. Close to the end (at
29000 time steps) almost the whole structure has trans-
formed to hexagonally ordered cylinders except for a few
defects and two rings of a perforated lamella in the vicinity
of the bottom surface. At 34 000 time steps the equilibrium
structure of hexagonally ordered cylinders is reached.

The situation at 15000 time steps is shown in Fig. 3.
The color coding of branching points reveals that the net-
work structure is mainly built up from threefold connections.
Fourfold and fivefold connections are seldom and very short
living. This indicates that these defects are energetically very
unfavorable.

The elementary step of the structural transformation pro-
cess turns out to be the stepwise breakup and formation of
connections between microdomains. An interesting example

(a) t=15000 (b) t=17000

(¢) t=17750 (d) t=18250

«\
v
$
e
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for this is the microdomain dynamics at the cylinder-to-
gyroid grain boundary. The corresponding microdomains are
marked in Fig. 3 with thick lines. The color coding is intro-
duced to distinguish the different cylinders in the 2D projec-
tion. The cylinders orient in layers parallel to the upper sur-
face. At the boundary to the gyroidlike phase the threefold
branching points which bridge cylinders in neighboring lay-
ers are characteristic for the gyroid structure. In Fig. 4(a) the
temporal evolution of this structural feature is shown. The
transformation proceeds via stepwise breaking and forming
of connections of microdomains. For instance, one of the
black cylinders shown in Fig. 4(a) moves along the purple
arrow by first breaking up in the vicinity of the threefold
connections (#=17 000) and then connecting to the neighbor-
ing threefold connection and forming a fourfold branching at
t=17750. At a later stage this fourfold branching breaks up
stepwise starting at the position marked by the purple scis-
sors. During the transformation process a fourfold and a five-
fold connection appear but only for a very short period of
time.

This example shows how with our visualization tech-
nique an interesting process can be identified in the center of
the simulation box. It is important to keep in mind that the
original data set is the dynamics of a density distribution.
Therefore we now return to a representation of the data
which is better suited to display the details of a continuous
density distribution. Figure 5 shows the density distribution
in the plane defined by the cylinders marked in Fig. 3 with
thick black lines together with the isosurface of these cylin-
ders. The dynamics is best seen in the corresponding movie
(movie 2 in the supplementary data®®). The sequence of
snapshots shown in Fig. 5 illustrates the stepwise breaking
and forming of connections between cylinders described
above and shown in Fig. 4. In addition to the skeleton of the
cylinders this representation reveals details of the density
distribution such as the thinning of breaking connections, the
thickening of open ends, and density modulations along the
microdomains which belong to the gyroidlike structures. The
structures at the intermediate steps resemble characteristic
structural features predicted by Matsen who has studied theo-
retically the gyroid-to-cylinder transition with self-consistent
field theory [Fig. 4(6)].%

IV. DISCUSSION
A. Visualization method

We have demonstrated our method on block copolymer
micordomain structures forming cylinders, perforated lamel-
lae, and gyroidlike structures. These structures represent a
large part of the mesophases in block copolymers and sur-

(e) £=21000 FIG. 5. (Color online) [(a)-(e)] Snap-

shots of movie 2 (see supplementary
data, Ref. 39) showing the dynamics
of the A density in the plane defined
by the thick black lines shown in Figs.
3 and 4(a). Light (dark) green corre-
sponds to a low (high) p, density. In
addition the isodensity surfaces (gray)
are shown.

Downloaded 22 May 2008 to 10.1.150.91. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



0149083-5 Visualizing networks dynamics

factant based structured fluids. Hence, our approach should
be straightforward applicable on experimental data and simu-
lation results of such systems with, if any, only slight
changes or extensions of the empiric lookup table. Our visu-
alization approach can also be used to visualize experimental
data of the microdomain dynamics at the surface of thin
films of block copolymers similar as in Refs. 13, 14, and 41.
For the visualization of lamellae appropriate representations
need to be found which do not obstruct the view into the
volume. As we intended only a proof of principle we imple-
mented our algorithm in MATLAB (MathWorks, Inc.; Version
7.0.1.24704) and did not emphasize a fast implementation.
With an optimized implementation of the algorithm an online
visualization simultaneously with the simulation run or the
experimental data acquisition might be achieved.

B. MESODYN computer simulation

The stepwise breaking and forming of connections cor-
responds nicely with the experiments by Knoll e? al.”® who
studied the cylinder-to-perforated-lamella transition in a thin
film. The simulations shown in their work also predict the
stepwise process. In our present work we have used the same
model but with slightly different interaction parameters €45
and ¢,.

We now return to the mechanism of the gyroid-to-
cylinder transformation process and compare the sequence of
structures with that predicted by Matsen.”® Our result [Fig.
4(a)] shows this transition at the boundary to the cylinder
phase. At t=15000 two threefold branching points are lo-
cated next to each other and both are not connected to its
neighboring cylindrical microdomain. At t=17 000 the left
threefold branching has transformed to a fourfold branching
by connecting to its neighboring cylindrical microdomains.
The details of the transformation process are described with
Figs. 4(a) and 5.

In the following the fourfold branching breaks up step
by step until at =21 500 only one threefold branching point
remains. It transforms to a fivefold branching (at =22 000)
by connecting simultaneously to its neighboring micro-
domains. Finally, this fivefold branching breaks up stepwise
until at =24 000 this region has completely transformed to
hexagonally ordered cylinders. The intermediate steps are
shown in movie 1.

Matsen has predicted very similar structures for the
cylinder-to-gyroid and the gyroid-to-cylinder transitions. We
observe the same sequence of structures as Matsen has pre-
dicted for the cylinder-to-gyroid transition [Fig. 4(b)] but in
the opposite temporal order. An important difference be-
tween the two models is that we observe the microdomain
dynamics at the cylinder-to-gyroid grain boundary where the
cylinder phase grows at the expense of the gyroid phase. In
contrast, Matsen’s SCFT calculation assumes the transition
between the cylinder phase and the gyroid phase to occur
simultaneously throughout the entire sample such that the
morphology remains periodic. His SCFT uses the same type
of functional for the free energy as our DDFT model, and he
determines the lowest energy pathway connecting the local
minima of the cylinder and gyroid mesophases. Figure 4(b)

J. Chem. Phys. 127, 014903 (2007)

does not represent an actual SCFT calculation but provides
results from it and shows a typical sequence of forming and
breaking of connections. In our DDFT model no a priori
assumptions about the structures are made. The local densi-
ties diffuse spontaneously along local gradients of the chemi-
cal potentials of the two components.

It is very interesting that despite the different approaches
the same sequence of structures is predicted. We believe that
this is caused by the fact that in both models the same type of
energy functional is used. Since in DDFT no assumptions are
made about the structure and since no translational symmetry
exists in the z direction because of the cylinder-to-gyroid
grain boundary and the presence of the surface, it is not
astonishing that the details of the intermediate steps pre-
dicted by DDFT differ from Matsen’s results.

Furthermore, we like to emphasize that the discussed
pathway of the structural transformation process is the result
of one particular simulation run. Another initialization of the
random number generator, different noise, and slightly dif-
ferent other parameters (such as film thickness, the size of
the simulation box, €45, and €,;) would probably cause an-
other dynamics but the same final equilibrium structure.
More simulation runs would be needed to determine whether
the observed dynamics of the cylinder-to-gyroid grain
boundary occurs frequently.

V. SUMMARY

We have demonstrated an approach for visualizing the
3D structure and dynamics of large data sets of block copoly-
mers. The method is also applicable to other types of struc-
tured fluids such as surfactant phases. The constantly in-
creasing computer power allows us to simulate large
volumes over long time periods. This shifts the challenge
from calculating to grasping and interpretation of the huge
amount of data. Movies prepared with our visualization
method allow us to perceive the dynamics of spatially com-
plex network structures within a minute.
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