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Abstract

We investigate optimal control of an elliptic partial differential equation (PDE) with oblique boundary conditions. These boundary conditions do not lead directly to a weak formulation of the PDE. Thus, the equation is reformulated as a variational problem. Existence of optimal controls and regularity of solutions is proven. First-order optimality conditions are investigated. The adjoint state is interpreted as the solution of a boundary value problem with non-variational boundary conditions. Numerical results demonstrate the approximative solution of the optimal control problem by finite element discretization.
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1 Introduction

In this article we consider an optimal control problem for an elliptic partial differential equation with oblique boundary conditions. More precisely, we study the optimal control of the equation

\begin{align}
\partial_j (a_{ij} \partial_i y) + a_i \partial_i y + a_0 y &= f \quad \text{in } \Omega, \\
b_i \partial_i y + b_0 y &= g \quad \text{on } \Gamma = \partial \Omega.
\end{align}

The control will act in the boundary condition. Here and throughout the paper we follow the Einstein summation convention. All the assumptions on the various coefficients will be made precise below.

In this model, the term \(b_i \partial_i y\) is not a co-normal derivative of the elliptic differential operator. Thus the equation does not admit a weak formulation in the standard way: integration by parts of the strong formulation (1.1a) and inserting the boundary condition (1.1b) will not yield a variational formulation. This difficulty also influences the analysis of the optimal control problem: typically, necessary optimality conditions are expressed in terms of solutions of adjoint equations, which are naturally obtained in a weak form. Here, the question arises, whether the first-order necessary optimality conditions can be expressed by adjoint equations, and what is the corresponding weak and strong formulation of the adjoint equations. In the sequel we will
use a well-known strategy to obtain a weak formulation of the equation by applying a suitable transformation of the differential operator, see [Troianiello, 1987, Proof of Lem. 3.18].

Oblique derivative problems have an abundance of applications, including geodesy, quantum gravity and portfolio optimization, see, e.g., Rozanov and Sansò [2002], Raskop and Grothaus [2006], Dowker and Kirsten [1997, 1999], Herzog et al. [2013]. For the mathematical theory of problems with those non-variational boundary conditions, we refer to Gilbarg and Trudinger [1983, Grisvard [1985], Troianiello [1987]. Optimal control problems for elliptic equations with boundary control are studied, e.g., in Tröltzsch [2010]. Control of semilinear and quasilinear equations is well studied, see, e.g., Casas and Dhamo [2012], Casas et al. [2005]. However, to the best of our knowledge, all the available results involve only PDEs with Dirichlet, Neumann, or Robin boundary conditions.

The investigation of the optimal control problem with oblique boundary conditions proceeds as follows. First, a reformulation is introduced, which turns the problem into a variational form. This variational formulation is equivalent to the strong formulation for $H^2(\Omega)$-functions. Then, we prove existence and regularity of solutions of the weak formulation. Moreover, we show that the solution is independent of the choice of parameters introduced in the reformulation process.

Afterwards, we analyze the optimal control problem. The necessary optimality conditions are shown to involve an adjoint equation. Here, it is interesting to note that the strong formulation of the adjoint equation and the regularity of its solutions needs stronger smoothness assumptions on the coefficients of the differential operator.

Finally, we present some numerical results.

1.1 Notation

The partial derivative w.r.t. the coordinate $x_i$ is denoted by $\partial_i$. We use Einstein’s summation convention for repeated indices over $1, \ldots, N$. If we state a condition involving one (or more) isolated indices, e.g., $i$, this condition is meant to hold for all possible values of these indices, e.g., $i = 1, \ldots, N$. For example, $\nu_i \in C^{0,1}(\Gamma)$ means $\nu_i \in C^{0,1}(\Gamma)$ for all $i = 1, \ldots, N$. By $C^{0,1}(\Omega)$, $C^{0,1}(\Gamma)$ we denote the Lipschitz continuous functions on $\Omega, \Gamma$, respectively. Note that $C^{0,1}(\Omega) = W^{1,\infty}(\Omega)$.

1.2 Standing assumptions

The domain $\Omega \subset \mathbb{R}^N$ is assumed to have a boundary $\partial \Omega$ of class $C^{1,1}$, see, e.g., [Troianiello, 1987, p. 13]. In (1.1), the coefficients satisfy $a_{ij} \in C^{0,1}(\Omega)$, $a_i, a_0 \in L^{\infty}(\Omega)$ and $b_i, b_0 \in C^{0,1}(\Gamma)$. Moreover, $a_{ij} = a_{ji}$ and

$$a_{ij}(x) \xi_i \xi_j \geq a > 0 \text{ for all } x \in \Omega \text{ and } \xi \in \mathbb{R}^N.$$  

(1.2)

Furthermore, we require the oblique derivative condition (1.1b) to be regular, i.e.,

$$b_i(x) \nu_i(x) \geq \frac{\delta}{2} > 0 \text{ for all } x \in \Gamma,$$

(1.3)

where $\nu(x) \in \mathbb{R}^N$ is the outer unit normal vector at $x \in \Gamma$. Note that $\nu_i \in C^{0,1}(\Gamma)$.

We further assume

$$a_0 \geq 0, \quad b_0 \geq 0, \quad \text{ess sup}_\Omega a_0 + \max_\Gamma b_0 > 0.$$  

(1.4)

1.3 Preliminary result: Multipliers on the boundary

We recall that the trace operator maps $H^1(\Omega)$ onto $H^{1/2}(\Gamma)$, see [Grisvard, 1985, Thm. 1.5.1.3]. The following lemma shows that the product of a function in $H^{1/2}(\Gamma)$ with a Lipschitz continuous one belongs to $H^{1/2}(\Gamma)$. That is, the Lipschitz continuous functions are multipliers in $H^{1/2}(\Gamma)$.
Lemma 1.1. Let \( u \in H^{1/2}(\Gamma) \) and \( v \in C^{0,1}(\Gamma) \) be given. Then, the pointwise product \( u v \) belongs to \( H^{1/2}(\Gamma) \) and
\[
\|u v\|_{H^{1/2}(\Gamma)} \leq C \|u\|_{H^{1/2}(\Gamma)} \|v\|_{C^{0,1}(\Gamma)},
\]
where the constant \( C \) depends only on \( \Omega \).

Proof. We start by extending \( u \) and \( v \) to functions on \( \Omega \) denoted by \( \tilde{u} \) and \( \tilde{v} \), respectively. By applying [Troianiello, 1987, Thm. 1.2] and [Grisvard, 1985, Thm. 1.5.1.3], we obtain
\[
\|\tilde{u}\|_{H^1(\Omega)} \leq C \|u\|_{H^{1/2}(\Gamma)} \quad \text{and} \quad \|\tilde{v}\|_{C^{0,1}(\Omega)} \leq C \|v\|_{C^{0,1}(\Gamma)}.
\]
Now, it is easy to check, that
\[
\|\tilde{u} \tilde{v}\|_{H^1(\Omega)} \leq C \|\tilde{u}\|_{H^1(\Omega)} \|\tilde{v}\|_{C^{0,1}(\Omega)}.
\]
Applying [Grisvard, 1985, Thm. 1.5.1.3] again yields that the trace of \( \tilde{u} \tilde{v} \) belongs to \( H^{1/2}(\Omega) \) and
\[
\|\tilde{u} \tilde{v}\|_{H^{1/2}(\Gamma)} \leq C \|\tilde{u}\|_{H^1(\Omega)} \|\tilde{v}\|_{C^{0,1}(\Omega)} \leq C \|u\|_{H^{1/2}(\Gamma)} \|v\|_{C^{0,1}(\Gamma)}.
\]
Finally, it remains to prove that the trace of \( \tilde{u} \tilde{v} \) coincides with \( u v \). Since the product of the traces is the trace of the product for continuous functions, this can be established by approximating \( \tilde{u} \) with a continuous function. \( \square \)

2 The state equation

Albeit (1.1a) is in divergence form (and can be understood in the sense of distributions on \( \Omega \) for \( y \in H^1(\Omega) \)), it is not straightforward to define the weak solution of (1.1) for \( y \in H^1(\Omega) \), since (1.1b) is not a co-normal derivative. Therefore, we consider the case of regular solutions \( y \in H^2(\Omega) \) first. Then, (1.1b) can be understood in the sense of traces since \( \partial_j y \in H^1(\Omega) \). We call this a strong solution \( y \in H^2(\Omega) \) of (1.1). We have the following result concerning existence and uniqueness.

Theorem 2.1 ([Troianiello, 1987, Thm. 3.29]). For every \( f \in L^2(\Omega) \) and \( g \in H^{1/2}(\Gamma) \), there exists a unique strong solution \( y = y(f, g) \in H^2(\Omega) \) of (1.1) and this solution satisfies
\[
\|y(f, g)\|_{H^2(\Omega)} \leq C (\|f\|_{L^2(\Omega)} + \|g\|_{H^{1/2}(\Gamma)}),
\]
where \( C > 0 \) does not depend on \( f \) and \( g \).

The same result, but with slightly stronger assumptions on the boundary data, can be found in [Grisvard, 1985, Thm. 2.4.2.6].

Following the approach of [Troianiello, 1987, Proof of Lem. 3.18], we are going to define weak solutions \( y \in H^1(\Omega) \) of (1.1). Therefore, we derive a weak formulation of (1.1) such that the weak solutions coincide with the strong solutions of (1.1) in the regular case \( f \in L^2(\Omega) \) and \( g \in H^{1/2}(\Gamma) \).

To this end, let \( y \in H^2(\Omega) \) and \( \alpha_{ij}, \mu_i \in C^{0,1}(\bar{\Omega}) \) be arbitrary. The symmetry of the Hessian matrix for smooth functions implies the symmetry of the weak Hessian matrix of \( y \), i.e., \( \partial_i \partial_j y = \partial_j \partial_i y \). Consequently, we obtain \( (\alpha_{ij} - \alpha_{ji}) \partial_i \partial_j y = 0. \) Together with the product rule we find that (1.1a) is equivalent to
\[
-\partial_j \left[(a_{ij} + \alpha_{ij} - \alpha_{ji}) \partial_i y + \mu_j y \right] + (a_i + \partial_j (\alpha_{ij} - \alpha_{ji}) + \mu_i) \partial_j y + (a_0 + \partial_j \mu_j) y = f.
\]
The co-normal derivative associated with this differential operator in divergence form is

$$\nu_j \left[ (a_{ij} + \alpha_{ij} - \alpha_{ji}) \partial_j y + \mu_j y \right].$$

Hence, we will to construct $\alpha_{ij}$ and $\mu_j$ such that

$$\nu_j (a_{ij} + \alpha_{ij} - \alpha_{ji}) = \theta b_i \quad \text{and} \quad \nu_j \mu_j = \theta b_0$$

(2.1)

hold on $\Gamma$, where $\theta \in C^{0,1}(\Gamma)$, $\theta \geq \bar{\theta} > 0$ is an appropriate scaling function.

Let us assume we have constructed $\alpha_{ij}, \mu_i, \theta$, such that (2.1) holds. Then, the above reasoning shows that if $y \in H^2(\Omega)$ is a solution of (1.1), we obtain by using integration by parts

$$a(y, v) = \int_\Omega f v \, dx + \int_\Gamma \theta g v \, ds \quad \text{for all} \ v \in H^1(\Omega),$$

(2.2)

where the bounded bilinear form $a : H^1(\Omega) \times H^1(\Omega) \to \mathbb{R}$ is given by

$$a(y, v) = \int_\Omega \left[ (a_{ij} + \alpha_{ij} - \alpha_{ji}) \partial_i y + \mu_j y \right] \partial_j v$$

$$+ (a_i + \partial_j (\alpha_{ij} - \alpha_{ji}) + \mu_i) \partial_i y v + (a_0 + \partial_j \mu_j) y v \, dx.$$  

(2.3)

Conversely, if $y \in H^2(\Omega)$ solves (2.2), $y$ is also a strong solution of (1.1), see [Troianiello, 1987, Lem. 2.6]. Moreover, this shows that for all $f \in L^2(\Omega)$ and $g \in H^{1/2}(\Omega)$ the solution of (2.2) is independent of $\alpha_{ij}$ and $\mu_i$ (as long as (2.1) is satisfied), since the solution of (2.2) coincides with the strong solution of (1.1) and the strong solution is unique by Theorem 2.1.

It remains to construct $\alpha_{ij}, \mu_i \in C^{0,1}(\Omega)$ and $\theta \in C^{0,1}(\Gamma)$ such that (2.1) is satisfied. Multiplying the first equation of (2.1) by $\nu_i$ (and consequently summing over $i$) yields

$$\theta = \frac{a_{ij} \nu_i \nu_j}{b_i \nu_i} \quad \text{on} \ \Gamma.$$  

(2.4)

Due to (1.2) and (1.3), $\theta \in C^{0,1}(\Gamma)$ is well defined and uniformly positive. Owing to the second equation of (2.1), we could choose $\mu_j$ such that $\mu_j = \theta b_0 \nu_j$ on $\Gamma$. By extension, we find a function $\mu_j \in C^{0,1}(\Omega)$ such that $\mu_j = \theta b_0 \nu_j$ on $\Gamma$, see [Troianiello, 1987, Thm. 1.2].

It remains to choose the parameter $\alpha_{ij}$. Note that the first equation of (2.1) is equivalent to

$$\nu_j (\alpha_{ij} - \alpha_{ji}) = \theta b_i - \nu_j a_{ij}.$$  

Now, we define $\tau_i = \theta b_i - \nu_j a_{ij}$ and find $\tau_i \nu_i = 0$ by definition of $\theta$, see (2.4). It remains to choose $\alpha_{ij}$ such that $\nu_j (\alpha_{ij} - \alpha_{ji}) = \tau_i$. This can be accomplished by choosing $\alpha_{ij} \in C^{0,1}(\Omega)$ such that $\alpha_{ij} = \nu_j \tau_i$ on $\Gamma$. This implies

$$\nu_j (\alpha_{ij} - \alpha_{ji}) = \tau_i = \theta b_i - \nu_j a_{ij} \quad \text{on} \ \Gamma.$$  

(2.5)

Hence, (2.1) is satisfied by this choice of $\alpha_{ij}, \mu_i \in C^{0,1}(\Omega)$ and $\theta \in C^{0,1}(\Gamma)$.

Now, we define the notion of weak solutions of (1.1). The solution of the variational formulation (2.2) can be analogously defined for less regular functions. Let $f \in (H^1(\Omega))^\prime$ and $g \in (H^{1/2}(\Gamma))^\prime$ be given. We call $y \in H^1(\Omega)$ a weak solution of (1.1) if and only if

$$a(y, v) = \langle f, v \rangle_{(H^1(\Omega))^\prime, H^1(\Omega)} + \langle g, \theta v \rangle_{(H^{1/2}(\Gamma))^\prime, H^{1/2}(\Gamma)} \quad \text{for all} \ v \in H^1(\Omega)$$  

(2.6)

holds. Note that multiplication with $\theta \in C^{0,1}(\Gamma)$ is a bounded, linear operator in $H^{1/2}(\Gamma)$, see Lemma 1.1. The above reasoning shows that every strong solution $y \in H^2(\Omega)$ is also a weak solution.
Theorem 2.2. For every $f \in (H^1(\Omega))'$ and $g \in (H^{1/2}(\Gamma))'$, there exists a unique weak solution $y = y(f, g)$ of (1.1). Moreover, there exists $C > 0$ independent of $f$ and $g$ such that
\[
\|y(f, g)\|_{H^1(\Omega)} \leq C \left(\|f\|_{(H^1(\Omega))'} + \|g\|_{(H^{1/2}(\Gamma))'}\right).
\]

Proof. We have
\[
a(1, v) = \int_\Omega a_0 v \, dx + \int_\Gamma \theta b_0 v \, ds.
\]
Hence, $a(1, v) \geq 0$ for all $v \in H^1(\Omega)$, $v \geq 0$ and there exists $v \in H^1(\Omega)$, $v \geq 0$ such that $a(1, v) > 0$, see (1.4). An application of [Troianiello, 1987, Cor. on p. 99] yields that
\[
a(y, v) = \langle F, v \rangle_{(H^1(\Omega))'}, \quad \text{for all } v \in H^1(\Omega)
\]
possesses a unique solution $y = y(F) \in H^1(\Omega)$ for all $F \in (H^1(\Omega))'$. Moreover, the open mapping theorem implies the existence of $C > 0$ such that
\[
\|y(F)\|_{H^1(\Omega)} \leq C \|F\|_{(H^1(\Omega))'}.
\]
Choosing
\[
(F, v)_{(H^1(\Omega))', H^1(\Omega)} = \langle f, v \rangle_{(H^1(\Omega))'} + \langle g, \theta v \rangle_{(H^{1/2}(\Gamma))', H^{1/2}(\Omega)}
\]
yields the claim. \hfill \qed

It remains to discuss the dependency of the weak solution of (1.1) on the (more or less arbitrarily chosen) functions $\alpha_{ij}$ and $\mu_i$.

Lemma 2.3. The bilinear form $a : H^1(\Omega) \times H^1(\Omega) \rightarrow \mathbb{R}$ does not depend on $\alpha_{ij}, \mu_i$. In particular, the weak solution of (1.1) is independent of those functions.

We give two different proofs of this lemma. In the first one, we show directly that $a(u, v)$ for $u \in H^2(\Omega)$ is independent of $\alpha_{ij}, \mu_i$, whereas in the second one, we use the independence of the weak solutions in the regular case.

First proof of Lemma 2.3. We will show that $a(y, v)$ is independent of $\alpha_{ij}$ and $\mu_i$ for $y \in H^2(\Omega)$ and $v \in H^1(\Omega)$. The density of $H^2(\Omega)$ in $H^1(\Omega)$ yields the claim. We consider the terms involving $\alpha_{ij}$ and $\mu_i$ separately. We have
\[
\int_\Omega (\alpha_{ij} - \alpha_{ji}) \partial_i y \partial_j v + \partial_j (\alpha_{ij} - \alpha_{ji}) \partial_i y v \, dx
\]
\[
= \int_\Omega \partial_j [(\alpha_{ij} - \alpha_{ji}) v] \partial_i y \, dx
\]
\[
= - \int_\Omega \partial_i [(\alpha_{ij} - \alpha_{ji}) v] \partial_j y \, dx + \int_\Gamma (\alpha_{ij} - \alpha_{ji}) v \partial_i y^n \, ds
\]
\[
= 0 + \int_\Gamma \tau_i y \partial_i y^n \, ds
\]
In the last line, we used symmetry of the Hessian and (2.5). The last expression is independent of $\alpha_{ij}$.

Now, we consider the terms in $a(y, v)$ depending on $\mu_i$. We have
\[
\int_\Omega \mu_{ij} y \partial_j v + \mu_i \partial_i y v + \partial_j \mu_{ij} y v \, dx = \int_\Omega \partial_j (\mu_{ij} y v) \, dx
\]
\[
= \int_\Gamma \mu_{ij} v \partial_j y \, ds = \int_\Gamma \theta b_0 y \, ds.
\]
This expression is independent of $\mu_i$.

This shows that $a(u, v)$ is independent of $\alpha_{ij}$ and $\mu_i$. \hfill \qed
Second proof of Lemma 2.3. We already know that if \( f \in L^2(\Omega) \) and \( g \in H^{1/2}(\Gamma) \), the weak solution \( y \in H^1(\Omega) \) belongs even to \( H^2(\Omega) \) and is therefore independent of \( \alpha_{ij}, \mu_i \) by Theorem 2.1. Since the mapping \( (f,g) \mapsto y(f,g) \) is continuous by Theorem 2.2 and since \( L^2(\Omega) \) and \( H^{1/2}(\Gamma) \) are dense in \((H^1(\Omega))'\) and \((H^{1/2}(\Gamma))'\), the weak solution of (1.1) is independent of the chosen functions \( \alpha_{ij}, \mu_i \). Hence, also the bilinear form \( a \) is independent of \( \alpha_{ij} \) and \( \mu_i \).

\[ \square \]

3 Coercivity of the bilinear form

In this section, we study the coercivity of the bilinear form \( a \), which was introduced in (2.3).

It is known from Gårding’s inequality, see also [Troianiello, 1987, Section 2.2.1], that

\[ a(v, v) \geq C_1 \|v\|_{H^1(\Omega)}^2 - C_2 \|v\|_{L^2(\Omega)}^2 \text{ for all } v \in H^1(\Omega), \]

with \( C_1 > 0 \) and \( C_2 \in \mathbb{R} \) is satisfied.

In this section, we will estimate the constant \( C_2 \). In particular, we will study which terms in the bilinear form \( a \) contribute to \( C_2 \). As a by-product, we give conditions which allow the choice \( C_2 = 0 \), i.e., under which \( a \) is coercive in \( H^1(\Omega) \).

In order to use an integration by parts formula on the boundary, we assume that \( \Omega \) possesses a \( C^2 \) boundary.

By definition of \( a \), see (2.3), we have

\[ a(v, v) = \int_{\Omega} a_{ij} \partial_i y \partial_j y + a_0 y^2 \, dx \]

\[ + \int_{\Omega} (\alpha_{ij} - \alpha_{ji}) \partial_i y \partial_j y + \partial_j (\alpha_{ij} - \alpha_{ji}) \partial_i y y \, dx \]

\[ + \int_{\Omega} \mu_j y \partial_j y + \mu_j \partial_j y y + \partial_j \mu_j y^2 \, dx \]

\[ + \int_{\Omega} a_i \partial_i y y \, dx. \]

Let us rewrite the second and third line of the right-hand side of (3.1). By symmetry, the first term on the second line is zero. Let us assume \( y \in C^\infty(\Omega) \) in order to rewrite

\[ \int_{\Omega} \partial_j (\alpha_{ij} - \alpha_{ji}) \partial_i y y \, dx = -\int_{\Omega} (\alpha_{ij} - \alpha_{ji}) \partial_j (\partial_i y y) \, dx + \int_{\Omega} (\alpha_{ij} - \alpha_{ji}) \nu_j \partial_i y y \, ds \]

\[ = 0 + \frac{1}{2} \int_{\Gamma} \tau_{ij} (\partial_i y^2) \, ds = \frac{1}{2} \int_{\Gamma} \tau \nabla_{\Gamma} (y^2) \, ds \]

\[ = -\frac{1}{2} \int_{\Gamma} \text{div}_{\Gamma}(\tau) y^2 \, ds, \]

where \( \nabla_{\Gamma}, \text{div}_{\Gamma}(\tau) \) are the surface gradient and divergence of \( \tau \), see [Delfour and Zolésio, 2001, Def. 9.5.1, (9.5.6)]. Here, we used the integration-by-parts formula [Delfour and Zolésio, 2001, (9.5.27)] (and, therein, \( \tau, \nu_i = 0 \)). Note that this formula actually requires \( \tau \in C^1(\Gamma) \), but this can be relaxed by a density argument. Using the density of \( C^\infty(\Omega) \) in \( H^1(\Omega) \), see [Delfour and Zolésio, 2001, Thm. 2.6.3] or [Attouch et al., 2006, Prop. 5.4.1], and using \( \text{div}_{\Gamma}(\tau) \in L^\infty(\Gamma) \), we find that

\[ \int_{\Omega} \partial_j (\alpha_{ij} - \alpha_{ji}) \partial_i y y \, dx = -\frac{1}{2} \int_{\Gamma} \text{div}_{\Gamma}(\tau) y^2 \, ds \]

holds for all \( y \in H^1(\Omega) \).
It remains to study the third line in (3.1). We have
\[ \int_{\Omega} \mu_j y \partial_j y + \mu_i \partial_i y y + \partial_j \mu_j y^2 \, dx = \int_{\Gamma} \nu_j \mu_j y^2 \, ds = \int_{\Gamma} \theta b_0 y^2 \, ds. \]

Altogether, we obtain
\[ a(v, v) = \int_{\Omega} (a_{ij} \partial_i y \partial_j y + a_0 y^2) \, dx + \int_{\Gamma} (\theta b_0 - \frac{1}{2} \text{div}_\Gamma (\tau)) y^2 \, ds + \int_{\Omega} a_i \partial_i y y \, dx. \] (3.2)

Note that the last term comes from the convection term \( a_{ij} \partial_i y \) in the PDE (1.1). If we neglect this term then the bilinear form \( a \) can only be not coercive if \( \theta b_0 - \frac{1}{2} \text{div}_\Gamma (\tau) < 0 \) holds. This is only possible if \( \tau \) is not constant, i.e., the angle between the normal vector \( \nu_i \) and the oblique vector \( b_i \) is not constant!

Note that the condition \( \theta b_0 - \frac{1}{2} \text{div}_\Gamma (\tau) \geq \kappa > 0 \) on \( \Gamma \) is used sometimes in the literature to prove existence of weak solutions, see, e.g., [Raskop and Grothaus, 2006, Thm. 3.7]. However, this condition is not necessary for existence and uniqueness, see Theorem 2.1, Theorem 2.2 and the example in Section 5.3.

4 The optimal control problem

Let us now turn to analyzing the optimal control problem. It is given as: minimize the functional
\[ J(y, u) := j(y) + \frac{\alpha}{2} \|u\|_{L^2(\Gamma)}^2 \] (4.1)
over all pairs \( (y, u) \in H^1(\Omega) \times L^2(\Gamma) \) satisfying the weak formulation
\[ a(y, v) = \int_{\Gamma} u \theta v \, ds \quad \text{for all } v \in H^1(\Omega) \] (4.2)
of the PDE (1.1) and the control constraint
\[ u \in U_{ad} := \{ v \in L^2(\Gamma) : u_a(x) \leq v(x) \leq u_b(x) \text{ f.a.a. } x \in \Gamma \}. \] (4.3)

Here, \( j : H^1(\Omega) \rightarrow \mathbb{R} \) is a given Fréchet differentiable function, \( \alpha > 0 \), and \( u_a, u_b \in L^2(\Gamma) \) satisfy \( u_a(x) \leq u_b(x) \) for almost all \( x \in \Gamma \).

**Theorem 4.1.** The optimal control problem (4.1)–(4.3) admits solutions.

**Proof.** Let us denote the feasible set for the problem (4.1)–(4.3) by \( F \), i.e.
\[ F := \{(y, u) \in H^1(\Omega) \times L^2(\Gamma) : u \in U_{ad}, (y, u) \text{ satisfy (4.2)} \}. \]

By assumption, the set \( U_{ad} \) is non-empty. Moreover, for each control \( u \in L^2(\Gamma) \) the weak formulation (2.6) is uniquely solvable for \( y \in H^1(\Omega) \). Hence, the set of feasible points \( F \) of the optimal control problem is not empty.

In addition, the set \( U_{ad} \) is compact with respect to the weak topology of \( L^2(\Gamma) \). Let us argue that the set of associated states \( y \) is compact in the norm topology of \( H^1(\Omega) \). The linear mapping \( u \mapsto y \), where \( y \) solves (4.2), is linear and continuous from \( H^{-1/2}(\Gamma) \) to \( H^1(\Omega) \), hence compact from \( L^2(\Gamma) \) to \( H^1(\Omega) \), cf. [Troianiello, 1987, Lemma 1.51]. This proves that the set of
states solving (4.2) with $u \in U_{ad}$ is compact in $H^1(\Omega)$. Thus, the feasible set $F$ is compact in $H^1(\Omega) \times L^2(\Gamma)$ with the norm topology and weak topology, respectively.

The function $J$ is continuous with respect to the first argument, lower semicontinuous with respect to the second argument in the mentioned topologies. Now the existence of optimal controls and states follows from the Weierstraß theorem.

Let us now turn to necessary optimality conditions.

**Theorem 4.2.** Let $(\bar{y}, \bar{u})$ be a local solution of (4.1)–(4.3). Then there exists $\bar{p} \in H^1(\Omega)$ such that

\[
a(v, \bar{p}) = j'(\bar{y}) v \quad \forall v \in H^1(\Omega)
\]

and

\[
(\alpha \bar{u} + \theta \bar{p}, u - \bar{u})_{L^2(\Gamma)} \geq 0 \quad \forall u \in U_{ad},
\]

where $\theta$ is given by (2.4).

**Proof.** The proof follows from standard arguments, see, e.g., Tröltzsch [2010]. It relies on the fact that (4.2) is uniquely solvable with states $y$ depending continuous on the controls $u$. \hfill $\square$

Let us now investigate the adjoint equation (4.4). As the bilinear form $a$ is not symmetric, the strong formulation of (4.4) will differ in general from (1.1), which is the strong formulation of the state equation (4.2).

In order to establish the strong formulation, we first prove $H^2(\Omega)$-regularity of the adjoint state $\bar{p}$. We cannot conclude this regularity of $\bar{p}$ without further assumptions on the coefficients of the differential operator, which is due to the fact that the role of test function and solution is switched when compared to the state equation.

**Theorem 4.3.** Let us assume that $\Omega$ has $C^{2,1}$-boundary, and the coefficient functions satisfy $a_{ij} \in C^{1,1}(\bar{\Omega})$, $a_i \in C^{0,1}(\overline{\Omega})$ and $b_i \in C^{1,1}(\Gamma)$.

Let $j'(\bar{y}) \in L^2(\Omega)$ and $\bar{p} \in H^1(\Omega)$ solve (4.4). Then $\bar{p} \in H^2(\Omega)$.

**Proof.** The weak formulation of the adjoint equation (4.4) reads

\[
a(v, \bar{p}) = \int_{\Omega} \left[ (a_{ij} + \alpha_{ij} - \alpha_{ji}) \partial_i v + \mu_j v \right] \partial_j \bar{p} + (a_i + \partial_j(\alpha_{ij} - \alpha_{ji}) + \mu_i) \partial_i v \bar{p} + (a_0 + \partial_j \mu_j) v \bar{p} \, dx = j'(\bar{y}) v \quad \forall v \in H^1(\Omega). \tag{4.5}
\]

Due to the increased smoothness of the coefficients, the coefficients in the weak formulation can be constructed to satisfy $a_{ij} \in C^{1,1}(\Omega)$: The function $\theta$ defined in (2.4) satisfies $\theta \in C^{1,1}(\Gamma)$, which implies $\tau_j \in C^{1,1}(\Gamma)$. Then $\alpha_{ij} \in C^{1,1}(\Omega)$ can be chosen as an extension of $\nu_j \tau_j \in C^{1,1}(\Gamma)$, see [Troianiello, 1987, Thm. 1.3].

Hence, the coefficients in the weak formulation (4.5) satisfy the assumptions of [Troianiello, 1987, Theorem 3.17 (iii)], in particular $a_i + \partial_j(\alpha_{ij} - \alpha_{ji}) + \mu_i \in C^{0,1}(\bar{\Omega})$, which gives the regularity $\bar{p} \in H^2(\Omega)$. \hfill $\square$

With the help of this regularity result, we can prove that the adjoint state $\bar{p}$ is the strong solution of a boundary value problem with non-variational boundary conditions. Here again, the regularity of coefficients of the differential operator is essential.

**Theorem 4.4.** Let the assumptions of **Theorem 4.3** be satisfied. Then $\bar{p} \in H^2(\Omega)$ satisfies

\[
-\partial_i(a_{ij} \partial_j \bar{p}) - \partial_i(a_i \bar{p}) + a_0 \bar{p} = j'(\bar{y}) \quad \text{in } \Omega, \tag{4.6a}
\]

\[
(2\nu_i a_{ij} - \theta b_j) \partial_j \bar{p} + (a_i \nu_i + \theta b_0 + \text{div}_T(\theta b - a \nu)) \bar{p} = 0 \quad \text{on } \Gamma. \tag{4.6b}
\]
Proof. By assumption, it holds \( a(v, \bar{p}) = j'(\bar{y})v \) for all \( v \in H^1(\Omega) \). Using integrating by parts in (4.5) in the terms involving derivatives of the test function \( v \), we obtain

\[
a(v, p) = \int_\Omega -\partial_i [(a_{ij} + \alpha_{ij} - \alpha_{ji}) \partial_j p] v - \partial_i [(a_i + \partial_j (\alpha_{ij} - \alpha_{ji})) p] v + a_0 p v \, dx
\]

\[+ \int_\Gamma (a_{ij} + \alpha_{ij} - \alpha_{ji}) \nu_i \partial_j p v + (a_i + \partial_j (\alpha_{ij} - \alpha_{ji}) + \mu_i) \nu_i p v \, ds, \tag{4.7}
\]

where we used \( \mu_j \partial_j p - \partial_i (\mu_i p) + \partial_j \mu_j p = 0 \). Differentiating the terms involving \( \alpha_{ij} \) we find

\[
\partial_i [(\alpha_{ij} - \alpha_{ji}) \partial_j p] = [(\partial_i (\alpha_{ij} - \alpha_{ji}) \partial_j p) + (\alpha_{ij} - \alpha_{ji}) \partial_i \partial_j p] = -[\partial_i (\alpha_{ij} - \alpha_{ji}) \partial_j p].
\]

Hence, the domain integral in (4.7) becomes

\[
\int_\Omega -\partial_i [(a_{ij} + \alpha_{ij} - \alpha_{ji}) \partial_j p] v - \partial_i [(a_i + \partial_j (\alpha_{ij} - \alpha_{ji})) p] v + a_0 p v \, dx
\]

\[= \int_\Omega -\partial_i [a_{ij} \partial_j p] v - \partial_i [a_i p] v + a_0 p v \, dx.
\]

Since \( v \in H^1(\Omega) \) was arbitrary, this shows (4.6a).

Employing the relations (2.1) we find

\[
\nu_i (\alpha_{ij} - \alpha_{ji}) = \nu_i a_{ji} - \nu_i \theta b_j = \nu_i a_{ij} - \theta b_j
\]

and we can transform the boundary integral in (4.7) to

\[
\int_\Gamma (a_{ij} + \alpha_{ij} - \alpha_{ji}) \nu_i \partial_j p v + (a_i + \partial_j (\alpha_{ij} - \alpha_{ji}) + \mu_i) \nu_i p v \, ds
\]

\[= \int_\Gamma (2 \nu_i a_{ij} - \theta b_j) \partial_j p v + (a_i + \partial_j (\alpha_{ij} - \alpha_{ji}) \nu_i + \theta b_0) p v \, ds.
\]

Here, only the term \( \partial_j (\alpha_{ij} - \alpha_{ji}) \nu_i \) depends on the parameterization. Reverting to vector notation, we obtain

\[
\nu_i \partial_j (\alpha_{ij} - \alpha_{ji}) = \nu^T \text{div}(\alpha - \alpha^T)
\]

\[= \nu^T \text{div}_\Gamma (\alpha - \alpha^T) + \nu_i \partial_i (\alpha_{ij} - \alpha_{ji}) \nu_i \nu_j
\]

\[= \nu^T \text{div}_\Gamma (\alpha - \alpha^T).
\]

We continue with

\[
\nu^T \text{div}_\Gamma (\alpha - \alpha^T) = \text{div}_\Gamma (\nu^T (\alpha - \alpha^T)) - \nabla_\Gamma \nu : (\alpha - \alpha^T)
\]

\[= \text{div}_\Gamma \tau = \text{div}_\Gamma (\theta \bar{b} - a \nu)
\]

where we have used \( \nabla_\Gamma \nu = (\nabla_\Gamma \nu)^T \), see [Delfour and Zolésio, 2001, eq. (5.10)], and relation (2.1). Collecting these results we have the following transformation of the boundary integrals

\[
\int_\Gamma (a_{ij} + \alpha_{ij} - \alpha_{ji}) \nu_i \partial_j p v + (a_i + \partial_j (\alpha_{ij} - \alpha_{ji}) + \mu_i) \nu_i p v \, ds
\]

\[= \int_\Gamma (2 \nu_i a_{ij} - \theta b_j) \partial_j p v + (a_i \nu_i + \theta b_0 + \text{div}_\Gamma (\theta \bar{b} - a \nu)) p v \, ds.
\]
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Since $v \in H^1(\Omega)$ was arbitrary, the claim follows.

**Example 4.5.** Let us discuss the strong formulation of the adjoint equation for the following simple optimal control problem: minimize

$$J(y, u) = \frac{1}{2} \|y - y_d\|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \|u\|_{L^2(\Gamma)}^2$$

subject to

$$-\Delta y + y = 0 \quad \text{in} \ \Omega,$$

$$\nabla y \cdot (\nu + \tau) = u \quad \text{on} \ \Gamma,$$

where $\tau$ is a tangential vector field, $\tau^\top \nu = 0$. In the notation as above, we have

$$b = \nu + \tau, \quad b_0 = 0, \quad \theta = 1, \quad \theta b - \alpha \nu = \tau.$$

Hence the adjoint equation is given by

$$-\Delta p + p = y - y_d \quad \text{in} \ \Omega,$$

$$\nabla p \cdot (\nu - \tau) + \text{div}_\Gamma(\tau) \cdot p = 0 \quad \text{on} \ \Gamma.$$

**5 Numerics**

In this section, we will discuss the numerical solution of the PDE (1.1) and the associated optimal control problem, see Section 4.

**5.1 A specific setting**

Throughout this section we will study numerical aspects for one particular instance of (1.1) and the associated control problem. Let $\Omega = B_1(0) \subset \mathbb{R}^2$ be the unit circle. The outer unit normal vector $\nu$ and the (left) unit tangential vector $t$ are given by

$$\nu(x) = (x_1, x_2)^\top, \quad t(x) = (-x_2, x_1)^\top,$$

respectively. Note that both vectors can be extended to smooth functions on $\mathbb{R}^2$. We consider the PDE

$$-\Delta y + y = f \quad \text{in} \ \Omega,$$

$$\nabla y \cdot [\nu + (c_1 + c_2 x_1) t] = g \quad \text{on} \ \Gamma,$$

where $c_1, c_2 \in \mathbb{R}$ are constant parameters. In the notation of (1.1), we have

$$a_{ij} = \delta_{ij}, \quad a_i = 0, \quad a_0 = 1,$$

$$b_i(x_1, x_2) = \nu_i(x_1, x_2) + (c_1 + c_2 x_1) t_i, \quad b_0 = 0.$$
5.2 The discrete forward problem

The choice

\[ \begin{align*}
\theta &= 1, \\
\tau_i(x_1, x_2) &= (c_1 + c_2 x_1) t_i(x_1, x_2), \\
\mu_i &= 0, \\
\alpha_{ij} &= \tau_i \nu_{ij},
\end{align*} \]

satisfies (2.1). In vector and matrix notation, we have

\[
\begin{align*}
\tau(x) &= \begin{pmatrix} -c_1 - c_2 x_1 \end{pmatrix} x_2, (c_1 + c_2 x_1) x_1, \\
\alpha(x) &= \tau(x) \nu(x) = (c_1 + c_2 x_1) \begin{pmatrix} -x_2 x_1 & -x_2^2 \\ x_1^2 & x_1 x_2 \end{pmatrix} \end{align*} \tag{5.2}
\]

The weak formulation (2.6) is solved by linear finite elements on a triangular mesh. Note that the discrete domain \( \Omega_h \) is strictly included in \( \Omega \).

The discrete solution \( y \) for the right-hand side

\[ f(x) = \exp \left( -(x_1 - 1/2)^2 - x_2^2 \right), \quad g(x) = 0 \]

with parameterization (5.2) is plotted in Figure 1.

![Figure 1: Solution of the problem for \( c_1 \in \{0, 1, 2, 5\} \) and \( c_2 = 0 \) for the choice (5.2).](image)
Alternatively, one may choose

\[
\begin{align*}
\theta &= 1, \\
\mu &= 0, \\
\tau(x_1, x_2) &= (c_1 + c_2 x_1) l(x_1, x_2), \\
\alpha(x_1, x_2) &= \begin{pmatrix} 0 & -(c_1 + c_2 x_1) \\ 0 & \end{pmatrix},
\end{align*}
\]

which also satisfies (2.1). The solution with right-hand side \( f \) as above and parameterization (5.3) is plotted in Figure 2. Note that both solutions are slightly different in the discrete setting. In the continuous setting, both approaches are equivalent and their solutions coincide, see Lemma 2.3. However, the proof of Lemma 2.3 requires integration by parts and that (2.1) is satisfied on \( \Gamma = \partial \Omega \). In the discrete setting, a similar proof would require that (2.1) is satisfied on \( \partial \Omega_h \). This does not hold for the choices (5.2) and (5.3). Moreover, it is, in general, not possible to construct Lipschitz continuous \( \alpha_{ij}, \mu_j, \theta \) such that (2.1) holds on \( \partial \Omega_h \), since \( \partial \Omega_h \) is only Lipschitz continuous and its normal vector is discontinuous.

We remark that the convergence of the discretization can be proved by standard arguments, see Schatz [1974].

Figure 2: Solution of the problem for \( c_1 \in \{0, 1, 2, 5\} \) and \( c_2 = 0 \) for the choice (5.3).
5.3 Coercivity of the bilinear form

In this section, we will study the coercivity of the bilinear form associated to the PDE (5.1). By (3.2) we have

\[ a(y, y) = \int_\Omega |\nabla y|^2 + y^2 \, dx - \frac{1}{2} \int_\Gamma \text{div}(\tau) y^2 \, ds. \]

By using [Delfour and Zolésio, 2001, (9.5.6)], we find

\[ \text{div}_\Gamma(\tau) = \text{div}(\tau) - \nu^T \tau' \nu = -c_2 x_2 \]

where \( \tau' \) is the Jacobian of \( \tau \). We have

\[ \int_\Gamma x_2 y^2 \, ds = \int_\Omega \nabla(y^2) \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix} \, dx = 2 \int_\Omega y \nabla y \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix} \, dx \leq \int_\Omega |\nabla y|^2 + y^2 \, dx. \]

Note that this estimate is sharp since equality holds for the choice \( y = \exp(x_2) \). Analogously, we have

\[ \int_\Gamma x_2 y^2 \, ds \geq - \int_\Omega |\nabla y|^2 + y^2 \, dx. \]

Again, this estimate is sharp (set \( y = \exp(-x_2) \)). Altogether, we have

\[ a(y, y) \geq \|y\|^2_{H^1} + \frac{c_2}{2} \int_\Gamma x_2 y^2 \, ds \geq (1 - \frac{|c_2|}{2}) \|y\|^2_{H^1}. \]

This estimate is sharp (set \( y = \exp(\pm x_2) \)). Hence, we find that bilinear form is coercive if and only if \( |c_2| < 2 \). In the case \( |c_2| \geq 2 \), the bilinear form is no longer coercive. However, the unique solvability of the weak formulation (2.6) follows from Theorem 2.2.

Let us denote by \( A \) the stiffness matrix associated to the bilinear form \( a \) and by \( K \) the matrix associated with the inner product of \( H^1(\Omega) \). Then, the bilinear form \( a \) is coercive on the discrete subspace \( V_h \subset H^1(\Omega) \) if and only if the smallest eigenvalue of the symmetric part \( (A + A^T)/2 \) of \( A \) is positive w.r.t. \( K \). Numerically, this smallest eigenvalue behaves like \( 1 - |c_2|/2 \). Hence, the above analysis is confirmed by the numerical experiments.

5.4 Discrete optimal control problem

In this section, we consider the discretized optimal control problem. The state \( y \) and the adjoint state \( p \) are discretized by piecewise linear finite elements on \( \Omega_h \), whereas the boundary control \( u \) is discretized by piecewise linear finite elements on \( \partial\Omega_h \). The associated spaces are denoted by \( V_h \) and \( U_h \), respectively. We denote discrete functions and their coefficient vectors by the same symbol.

We denote by \( A \) the stiffness matrix associated with the bilinear form \( a \) and by \( M, M_\Gamma \) the mass matrices associated with the inner products of \( L^2(\Omega_h) \), \( L^2(\partial\Omega_h) \), respectively. Moreover, \( M_{\Omega,\Gamma} \) is the (rectangular) matrix associated with the bilinear form

\[ \int_\Gamma \theta \, v u \, ds \quad v \in V_h, \ u \in U_h. \]

The discrete optimal control problem is given by

\[
\begin{align*}
\text{Minimize} & \quad \frac{1}{2} (y - y_d)^T M (y - y_d) + \frac{\alpha}{2} u^T M_\Gamma u, \\
\text{such that} & \quad Ay = M_{\Omega,\Gamma} u, \\
& \quad u_a \leq u \leq u_b.
\end{align*}
\]
Here, \( u_a, u_b \in U_h \) are discrete variants of \( u_a, u_b \in L^2(\Gamma) \), e.g., their projections. By standard calculations, the optimality system is given by

\[
A^T \bar{\phi} + M(\bar{y} - y_d) = 0, \\
[\alpha M_{\Gamma} \bar{u} - M_{\Omega,\Gamma}^T \bar{p}]^T (u - \bar{u}) \geq 0 \text{ for all } u_a \leq u \leq u_b, \\
A \bar{y} - M_{\Omega,\Gamma} \bar{u} = 0.
\]

The variational inequality can be rewritten as

\[
\bar{u} - \text{proj}_{[u_a, u_b]} \left[ \bar{u} - M_{\Gamma} \bar{u} + \frac{1}{\alpha} M_{\Omega,\Gamma}^T \bar{p} \right] = 0.
\]

Here, the projection is to be understood coefficient-wise. Let us introduce the nonlinear function

\[
F(y, u, p) = \left( \bar{u} - \text{proj}_{[u_a, u_b]} \left[ \bar{u} - M_{\Gamma} \bar{u} + \frac{1}{\alpha} M_{\Omega,\Gamma}^T \bar{p} \right] , A \bar{y} - M_{\Omega,\Gamma} \bar{u} \right).
\]

The optimality system can be written as \( F(\bar{y}, \bar{u}, \bar{p}) = 0 \).

A generalized Jacobian (in the sense of Newton differentiability) of \( F \) is

\[
F'(y, u, p) = \begin{pmatrix}
M & 0 & A^T \\
0 & I - I_A(I - M_{\Gamma}) & -I_A M_{\Omega,\Gamma}^T/\alpha \\
A & -M_{\Omega,\Gamma} & 0
\end{pmatrix}.
\]

Here, the components of the diagonal matrix \( I_A \) are 1 if the components of \( \bar{u} - M_{\Gamma} \bar{u} + \frac{1}{\alpha} M_{\Omega,\Gamma}^T \bar{p} \) are between \( u_a \) and \( u_b \), and 0 otherwise.

Now, we use a generalized Newton method to solve \( F(\bar{y}, \bar{u}, \bar{p}) = 0 \). The Newton system formulated in the next iterates \( (y_{k+1}, u_{k+1}, p_{k+1}) \) reads

\[
\begin{pmatrix}
M & 0 & A^T \\
0 & I - I_A(I - M_{\Gamma}) & -I_A M_{\Omega,\Gamma}^T/\alpha \\
A & -M_{\Omega,\Gamma} & 0
\end{pmatrix} \begin{pmatrix}
y_{k+1} \\
u_{k+1} \\
p_{k+1}
\end{pmatrix} = \begin{pmatrix}
M y_d \\
I_b u_b + I_a u_a \\
0
\end{pmatrix}.
\]

Here, the components of the diagonal matrix \( I_b \) \( (I_a) \) are 1 if the components of \( \bar{u} - M_{\Gamma} \bar{u} + \frac{1}{\alpha} \bar{p} \) are bigger than \( u_b \) (smaller than \( u_a \)) and 0 otherwise.

Unfortunately, the Newton system is not symmetric. However, it is possible to modify this system, such that it becomes symmetric.

For convenience, let us denote \( \bar{u} = I_b u_b + I_a u_a \). By the second equation, we immediately find \( (I - I_A) u_{k+1} = \bar{u} \). This can be employed in the second and third row of our system, and we obtain

\[
\begin{pmatrix}
M & 0 & A^T \\
0 & I - I_A(I + M_{\Gamma}) I_A & -I_A M_{\Omega,\Gamma}^T/\alpha \\
A & -M_{\Omega,\Gamma} I_A & 0
\end{pmatrix} \begin{pmatrix}
y_{k+1} \\
u_{k+1} \\
p_{k+1}
\end{pmatrix} = \begin{pmatrix}
M y_d \\
\bar{u} - I_A M_{\Gamma} \bar{u} \\
M_{\Omega,\Gamma} \bar{u}
\end{pmatrix}.
\]

Now, we rescale the components of \( I - I_A \) in the second row by the diagonal matrix \( M_{\Gamma}^k \), which is the lumped version of \( M_{\Gamma} \) and obtain

\[
\begin{pmatrix}
M & 0 & A^T \\
0 & M_{\Gamma}^k (I - I_A) + I_A M_{\Gamma} I_A & -I_A M_{\Omega,\Gamma}^T/\alpha \\
A & -M_{\Omega,\Gamma} I_A & 0
\end{pmatrix} \begin{pmatrix}
y_{k+1} \\
u_{k+1} \\
p_{k+1}
\end{pmatrix} = \begin{pmatrix}
M y_d \\
M_{\Gamma}^k \bar{u} - I_A M_{\Gamma} \bar{u} \\
M_{\Omega,\Gamma} \bar{u}
\end{pmatrix}.
\]
Finally, we scale the second row by \( \alpha \),
\[
\begin{pmatrix}
M & 0 \\
0 & \alpha M_I^c (I - I_A) + \alpha I_A M_{\Gamma} I_A \\
A & -M_{\Omega, \Gamma} I_A
\end{pmatrix}
\begin{pmatrix}
y_{k+1} \\
y_{k+1} \\
p_{k+1}
\end{pmatrix} =
\begin{pmatrix}
\alpha M y_d \\
\alpha \left[ M_I^c \tilde{u} - I_A M_{\Gamma} \tilde{u} \right] \\
M_{\Omega, \Gamma} \tilde{u}
\end{pmatrix}.
\]
Note that this matrix is symmetric. This system is solved by a preconditioned MINRES. We solve each linear system up to an absolute tolerance of \( 10^{-12} \). The block-diagonal preconditioner is an approximation of the \( H^1(\Omega_h) \times L^2(\partial \Omega_h) \times H^1(\Omega_h) \)-inner product. The inner products of \( H^1(\Omega_h) \) are approximated by a geometric multigrid V-cycle. The inner product of \( L^2(\partial \Omega_h) \) is approximated by solving with the lumped mass matrix \( M_I^c \). We use the same tolerance of \( 10^{-12} \) for the outer Newton loop.

The matrices are assembled by the FE library FEniCS, Logg et al. [2012]. As a geometric multigrid implementation we use FMG, Ospald [2012]. We use the MINRES implementation from PETSc, Balay et al. [2013b,a, 1997], but with a modified convergence criterion, which uses the preconditioned norm of the residual (this should not be confused with the 2-norm of the preconditioned residual).

Let us report some iteration numbers for the choice
\[
y_d(x_1, x_2) = \exp(x_1) \sin(x_2),
\]
\[
u_a = -1.5, \quad \alpha = 10^{-2}, \quad u_b = 1.5.
\]
We give the number of newton iterations and the average MINRES iterations for different values of \( c_1 \) and mesh refinement levels \( n \) in Table 1 and Table 2. As it can be seen from those tables, the iteration numbers depend only slightly on the mesh refinement level \( n \), whereas they depend heavily on the parameters \( c_1, c_2 \). This is due to the fact that the preconditioner, which is the inner product of \( H^1(\Omega_h) \), coincides with the bilinear form \( A \) only in the case \( c_1 = c_2 = 0 \).

The solution of the optimal control problem for the mesh refinement parameter \( n = 6 \) and \( c_1 = c_2 = 1 \) is shown in Figure 3.

### References

Table 2: Number of newton iterations and the average MINRES iterations for different values of $c_2$ and mesh refinement levels $n$.

<table>
<thead>
<tr>
<th>$n \setminus (c_1, c_2)$</th>
<th>(0,0)</th>
<th>(0,1)</th>
<th>(0,2)</th>
<th>(0,3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2 / 15.5</td>
<td>2 / 34</td>
<td>2 / 39</td>
<td>3 / 36</td>
</tr>
<tr>
<td>3</td>
<td>4 / 178.75</td>
<td>4 / 217.75</td>
<td>4 / 286.75</td>
<td>4 / 365.75</td>
</tr>
<tr>
<td>4</td>
<td>4 / 175.75</td>
<td>5 / 219.4</td>
<td>5 / 306.6</td>
<td>4 / 416.75</td>
</tr>
<tr>
<td>5</td>
<td>4 / 182.5</td>
<td>5 / 226.6</td>
<td>5 / 323.4</td>
<td>5 / 432</td>
</tr>
<tr>
<td>6</td>
<td>5 / 179.4</td>
<td>4 / 236</td>
<td>5 / 333.6</td>
<td>5 / 441.4</td>
</tr>
<tr>
<td>7</td>
<td>5 / 172</td>
<td>5 / 225</td>
<td>6 / 325.67</td>
<td>5 / 470.8</td>
</tr>
<tr>
<td>8</td>
<td>4 / 183.75</td>
<td>5 / 221.6</td>
<td>5 / 343.4</td>
<td>5 / 476.4</td>
</tr>
</tbody>
</table>


Figure 3: Solution of the optimal control problem for mesh refinement $n = 6$ and $c_1 = c_2 = 1$. The top figure shows the optimal state $\bar{y}$ and the optimal control $\bar{u}$. The lower figures show the optimal adjoint state $\bar{p}$ and the desired state $y_d$.


