The identification of Lamé parameters in linear elasticity is considered. An optimum experimental design problem is formulated, which aims at minimizing the size of an associated confidence ellipsoid by optimizing the shape of the specimen. Representations of the Eulerian shape derivative and the shape gradient are derived by means of shape calculus and adjoint techniques. Numerical experiments are conducted, yielding specimens of improved shape.
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1 Introduction

Optimum experimental design (OED) is a well established technique which aims at improving experimental setups in order to increase the precision of parameter estimation in the face of measurement errors. To date, OED is still mostly used for models which are described by ordinary differential equations or differential-algebraic equations, e.g., in chemical engineering and biology; see for instance Skanda, Lebiedz, 2010; Bock, Körkel, Schlöder, 2013; Fedorov, Leonov, 2014, Chapter 7 for recent contributions.
In this context, typical experimental conditions, which serve as optimization variables, include initial conditions, right hand side sources, and observation times. Extensions of OED to models involving partial differential equations were considered, for instance, in Ito, Kunisch, 1995; Uciński, 2005; Carraro, 2005; Lahmer, Kaltenbacher, Schulz, 2008; Haber, Horesh, Tenorio, 2008; Bambach, Heinkenschloss, Herty, 2013; Herzog, Riedel, 2015; Herzog, Ospald, 2017.

In this paper, we consider an OED problem in linear elasticity, where the model is described by an elliptic partial differential equation. In a typical experimental setup the two Lamé parameters, which determine the constitutive behavior of the material in the isotropic case, are to be identified from the response of a specimen subjected to tensile stress. Our objective is to increase the precision in the estimation of these parameters, expressed here in terms of the A-criterion applied to the Fisher information matrix.

The main novelty of our approach is that we treat the shape of the specimen as an experimental condition. Following the Lagrangian strategy for shape optimization problems of Céa, 1986; Delfour, Zolésio, 1988, recently revisited by Sturm, 2015; Laurain, Sturm, 2016, we derive a volume representation of the Eulerian shape derivative of the OED objective. Similar to other classical approaches as in Sokołowski, Zolésio, 1992, the Lagrangian approach leads to an adjoint-based representation of the shape derivative, but it avoids material or local shape derivatives of the state. As in Schulz, Siebenborn, Welker, 2016, we then employ the volume representation of the shape derivative to obtain a shape gradient w.r.t. an $H^1$-based inner product, which drives a gradient descent algorithm. Numerical experiments demonstrate the viability of our approach and reveal new and interesting specimen shapes for tensile experiments.

We are aware of only one publication where geometry was used as an experimental condition. In Logashenko et al., 2001, the boundary of a measurement device was discretized by a small number of shape parameters and optimized using a derivative-free optimization approach to improve the estimation precision of two unknown parameters in a Bingham flow model.

The material is organized as follows. In Section 2, we describe the parameter estimation problem under consideration for a given shape of the specimen. We also quantify the estimation accuracy in terms of the A-criterion applied to the Fisher information matrix, which subsequently serves as our optimality criterion. Section 3 is devoted to the shape optimization problem and it contains as our main result the volume representation of the Eulerian shape derivative as well as the $H^1$-based shape gradient. Numerical experiments in two space dimensions are presented in Section 4. We conclude with an outlook in Section 5.

## 2 Parameter Estimation in Linear Elasticity

In this section we briefly review parameter estimation problems in linear elasticity with infinitesimal strains. We refer to Bonnet, Constantinescu, 2005 for an overview from the
mathematical point of view and to Davis, 2004 from the engineering perspective. We focus on the deformation of an elastic specimen by the application of certain boundary stresses or boundary displacements. We measure the mean values of the displacement field in a number of predefined observation areas distributed across the specimen’s surface. In practice, this is achieved by optical measurement techniques such as video extensometers. The constitutive parameters are subsequently identified from the measured material response by way of a least-squares approach.

In this paper we concentrate on prismatic specimens with two-dimensional displacement fields, but extensions to fully three-dimensional bodies are clearly possible. Other types of measurements such as strain gauges are possible as well but they will not be discussed here. In the interest of clarity of the presentation, we focus primarily on a single stress-driven experiment with given boundary traction.

2.1 Forward Problem

Let us denote by $\Omega \subset \mathbb{R}^2$ the lateral cross section of the elastic specimen; see Figure 2.1. The state variable of the problem is the displacement field $u : \Omega \to \mathbb{R}^2$. We denote by $Du$ the Jacobian of $u$ and by

$$\varepsilon(u) = \frac{1}{2} (Du + (Du)^T) = \text{sym}(Du)$$

the (linearized) strain tensor. Here and throughout the rest of the paper, ‘sym’ denotes the symmetric part of a matrix.

The forward problem of linear elasticity is described by the equilibrium of forces (gravity is neglected),

$$- \text{div} \sigma = 0 \quad \text{in} \, \Omega, \quad (2.1)$$

together with mixed boundary conditions

$$\begin{align*}
\sigma n &= g \quad \text{on} \, \Gamma_N, \\
\sigma n &= 0 \quad \text{on} \, \Gamma_{\text{free}}, \\
u &= 0 \quad \text{on} \, \Gamma_D.
\end{align*} \quad (2.2a, 2.2b, 2.2c)$$

Herein, $\sigma : \Omega \to \mathbb{R}^{2 \times 2}_{\text{sym}}$ denotes the stress field with values in the symmetric matrices of dimension $2 \times 2$. The differential operator div denotes the (row-wise) divergence.

The boundary $\Gamma$ is divided into three disjoint parts, the traction boundary $\Gamma_N$, the force-free boundary $\Gamma_{\text{free}}$, and the clamping boundary $\Gamma_D$. Moreover, $n$ is the outer unit normal along the boundary $\Gamma$. The data $g$ accounts for the applied tensile stress during the experiment; see again Figure 2.1.

In linear elasticity the relation between stresses $\sigma$ and strains $\varepsilon(u)$ is described by a linear mapping from $\mathbb{R}^{2 \times 2}_{\text{sym}}$ into itself. The latter is represented by the fourth-order elasticity tensor $C$, i.e.,

$$\sigma = C \varepsilon(u) \quad (2.3)$$
Figure 2.1: Typical configuration of a specimen in a tensile experiment.

holds pointwise in $\Omega$. The specific form of $C$ in the isotropic case is addressed in Section 2.2.

We will work with the well-known weak formulation of the state equation (2.1)–(2.3),

\[
\text{Find } u \in V \text{ such that } \int_{\Omega} \varepsilon(v) : C \varepsilon(u) \, dx = \int_{\Gamma_N} g \cdot v \, ds \text{ for all } v \in V. \quad (2.4)
\]

In (2.4), the standard inner product (associated with the Frobenius norm $|\cdot|_F$) between matrices of equal size is defined by $A : B : = \text{trace}(A^\top B)$. The state and test space in (2.4) is given by

\[
V := H^1_D(\Omega)^2 := \{ u \in H^1(\Omega)^2 : u = 0 \text{ on } \Gamma_D \}.
\]

Provided that $C$ is coercive, i.e.,

\[
\varepsilon : C \varepsilon \geq c |\varepsilon|_F^2 \text{ for all } \varepsilon \in \mathbb{R}^{2 \times 2}_{\text{sym}}
\]

with some constant $c > 0$, it follows from the Lax-Milgram theorem and Korn’s inequality that (2.4) is uniquely solvable and that the solution depends continuously on the data $g$, for instance w.r.t. the topologies of $L^2(\Gamma_N)^2$ and $H^1(\Omega)^2$.

### 2.2 Identification Problem

We will be concerned with the case of homogeneous, isotropic elasticity, when $C$ is described by only two parameters. One common parametrization uses the Lamé coefficients $(\lambda, \mu)$ with $\mu > 0$ and $\lambda + \mu > 0$:

\[
C \varepsilon = 2 \mu \varepsilon + \lambda \text{trace}(\varepsilon) \text{id}_{2 \times 2}. \quad (2.5)
\]

The second parameter $\mu$ is also known as the shear modulus. We mention that we consider the so-called plane-stress situation, i.e., the specimen can move freely in thickness direction. This will play a role later on.

Clearly, it is impossible to measure the entire displacement state. In practical experiments, one encounters for instance measurements of the displacement of selected points
of the specimen, as well as measurements of certain strain components. We concentrate here on measurements of the average displacement vector over a number of small observation regions distributed across the specimen’s lateral surface. Since we consider a 2D situation, this amounts to interior measurements of the form

\[ M_k u = \frac{1}{|R_k|} \int_{R_k} u \cdot e_k \, dx, \quad k = 1, \ldots, n_{\text{meas}}. \] (2.6)

Each measurement \( k \) belongs to a measurement region \( R_k \subset \Omega \) and a measurement direction \( e_k \), usually \( e_k = (1, 0)^T \) or \( e_k = (0, 1)^T \). The number of these measurements is denoted by \( n_{\text{meas}} \). It is not necessary that the measurement regions be disjoint, although this will be the case in our numerical experiments; see Figure 3.1.

The most common approach for the estimation of the elastic parameters \((\lambda, \mu)\) is based on a least-squares formulation. We assume that each measurement (2.6) is subject to a normally distributed measurement error with zero mean and variance \( \sigma_k^2 \). We also assume that the measurement errors are independent, i.e., the joint measurement covariance matrix

\[ \Sigma = \text{diag}(\sigma_k^2), \quad k = 1, \ldots, n_{\text{meas}} \]

is diagonal.

Let us denote by \( \eta_k \) the individual measurements, \( k = 1, \ldots, n_{\text{meas}} \). Then the maximum likelihood estimator for the elastic parameters is equivalent to the solution of the following weighted least-squares problem,

\[
\text{Minimize } f(p, u) = \frac{1}{2} \sum_{k=1}^{n_{\text{meas}}} \sigma_k^{-2} (M_k u - \eta_k)^2, \quad (p, u) \in P \times V \quad (2.7)
\]

subject to \( u \) solving the forward problem (2.4).

Herein, \( p \) corresponds to the pair \((\lambda, \mu)\). Moreover, \( P \) denotes the open subset of admissible parameters, i.e.,

\[ P = \{ (\lambda, \mu) \in \mathbb{R}^2 : \mu > 0, \lambda + \mu > 0 \} \]

In place of the constrained problem (2.7) it will be convenient to consider the reduced problem, which depends only on \( p \). To this end we introduce the parameter-to-state map

\[ \mathbb{R}^2 \ni p \mapsto (p) = u \in V, \quad (2.8) \]

where \( u \) solves (2.4). Since \( S \) is well defined, the reduced problem becomes

\[
\text{Minimize } F(p) := f(p, (p)) = \frac{1}{2} \sum_{k=1}^{n_{\text{meas}}} \sigma_k^{-2} (M_k (p) - \eta_k)^2, \quad p \in P. \quad (2.9)
\]

We emphasize that (2.9) is a nonlinear least-squares problem despite the linear measurements and the linearity of the state equation since the unknown parameter vector \( p \) enters (2.4) through the coefficients and thus \( S \) is nonlinear.
2.3 Sensitivity Equation

Let us denote by
\[ r_k := M_k(p) - \eta_k, \quad k = 1, \ldots, n_{\text{meas}} \]  
(2.10)
the (unweighted) residuals of (2.9). For the efficient solution of (2.9), but also for the subsequent assessment of the accuracy of the estimation we consider the Jacobian \( J \) of the residual vector w.r.t. \( p = (p_1, p_2) \). Since the measurement operators \( M_k \) are linear, we get
\[ J_{k,\ell}(p) := M_k \frac{\partial}{\partial p_{\ell}}(p), \quad k = 1, \ldots, n_{\text{meas}}, \ell = 1, 2. \]  
(2.11)

By the implicit function theorem and (2.4), we obtain that the sensitivity of the displacement field w.r.t. to either of the two parameters, \( \delta u_{\ell} := \frac{\partial}{\partial p_{\ell}}(p) \), is defined by the unique solution of the following linearized problem,

\[
\text{Find } \delta u_{\ell} \in \mathcal{V} \text{ such that } \int_{\Omega} \varepsilon(v) : C\varepsilon(\delta u_{\ell}) \, dx = -\int_{\Omega} \varepsilon(v) : C_{\ell}\varepsilon(u) \, dx \text{ for all } v \in \mathcal{V},
\]
(2.12)
where \( u = (p) \). Here we used the abbreviation \( C_{\ell} := \frac{\partial}{\partial p_{\ell}} C \), and according to (2.5) we have
\[
C_{\lambda} \varepsilon := \frac{\partial}{\partial \lambda} C \varepsilon \equiv \text{trace}(\varepsilon) \text{id}_{2 \times 2},
\]  
(2.13a)
\[
C_{\mu} \varepsilon := \frac{\partial}{\partial \mu} C_{\mu} \equiv 2 \varepsilon.
\]  
(2.13b)

By plugging in the specific form of the measurement operator (2.6), we infer that the entries in the Jacobian (2.11) become
\[
J_{k,\ell}(p) = \frac{1}{|R_k|} \int_{R_k} \delta u_{\ell} \cdot e_k \, dx, \quad k = 1, \ldots, n_{\text{meas}}, \ell = 1, 2.
\]  
(2.14)

**Assumption 2.1.** We assume throughout that the Jacobian has rank two, i.e., that both parameters are, in principle, identifiable from the measurements available.

This assumption does not impose severe restrictions on the measurement setup.

2.4 Accuracy of Estimation

Intuitively, parameters in a model can be well identified if their change leads to a significant model response, or more precisely, a significant response in the observed part of the model. This information is encoded in the Jacobian \( J \) (2.11) of the residuals. We follow here a classical approach and assess the accuracy of the estimation based on the Fisher information matrix (also known as precision matrix)
\[
F(p) = J(p)^\top \Sigma^{-1} J(p) \in \mathbb{R}^{2 \times 2}.
\]  
(2.15)
We refer the reader to Uciński, 2005; Pukelsheim, 2006; Pronzato, Pázman, 2013; Fedorov, Leonov, 2014 for in-depth material on this topic. Notice that the Fisher information matrix at $p$ coincides with the inverse of the covariance of the least-squares estimator when the residuals are linearized about $p$; see for instance Fedorov, Leonov, 2014, Chapter 1.4.2. We therefore denote this covariance matrix by

$$C(p) = F(p)^{-1} \in \mathbb{R}^{2 \times 2}. \quad (2.16)$$

Notice that the inverse exists due to Assumption 2.1.

Common criteria assessing the precision of the estimation, based on the eigenvalues $\{\lambda_\ell\}$ of the respective $2 \times 2$ covariance matrix $C$, are

- A-criterion
  $$\psi_A(C) = \frac{1}{2} \sum_{\ell=1}^2 \lambda_\ell = \frac{1}{2} \text{trace } C, \quad (2.17a)$$

- D-criterion
  $$\psi_D(C) = \left( \prod_{\ell=1}^2 \lambda_\ell \right)^{1/2} = (\det C)^{1/2}, \quad (2.17b)$$

- E-criterion
  $$\psi_E(C) = \max_{\ell=1,2} \{\lambda_\ell\}. \quad (2.17c)$$

These criteria can be related to various geometric quantities associated with approximate confidence ellipsoids in the parameter plane; see for instance Fedorov, Leonov, 2014, Section 2.2. While the eigenvectors of $C$ represent the orientation of the semi-axes of the ellipsoid, the square root of the eigenvalues $\lambda_\ell$, multiplied with $[\Phi^{-1}(a)]^{1/2}$ yield the length of the corresponding semi-axis. Here $a \in (0, 1)$ is a given confidence level and $\Phi_{\chi^2_2}$ denotes the cumulative distribution function (CDF) of the $\chi^2$ distribution with two degrees of freedom. We are going to use, exemplarily, the A-criterion as our optimization criterion in the sequel, which is proportional to the sum of the eigenvalues and thus to the average squared length of the semi-axes.

We will also be interested in the precision of the estimation of only one of the two parameters and we distinguish two cases:

1. When we need to estimate only the $\ell$-th parameter, while the other one is given, we replace the full Jacobian $J$ by its $\ell$-th column. Consequently, the covariance matrix becomes scalar, the confidence ellipsoid reduces to an interval, and all criteria in (2.17) become equivalent. They can be best expressed in terms of the diagonal entry $F_{\ell,\ell}$ of the full Fisher information matrix (2.15).

2. When both parameters are unknown and need to be estimated from the available measurements, but we are only interested in the precision of the $\ell$-th parameter, then the quantity of interest becomes $C_{\ell,\ell}$, i.e., the diagonal entry of the full covariance matrix (2.16).

In either case, the precision of the estimation of the single relevant parameter can be expressed in terms of its (marginal) confidence interval. The radius of this interval for
the \( \ell \)-th parameter is given by

\[
CI_\ell = \left( \Phi_{\chi_1^2}^{-1}(\alpha) \right)^{1/2} \left[ F_{\ell,\ell} \right]^{-1/2}
\]

in case 1, \( (2.18a) \)

\[
CI_\ell = \left( \Phi_{\chi_1^2}^{-1}(\alpha) \right)^{1/2} \left[ C_{\ell,\ell} \right]^{1/2}
\]

in case 2, \( (2.18b) \)

where \( \Phi_{\chi_1^2} \) denotes the CDF of the \( \chi^2 \) distribution with one degree of freedom.

### 3 Optimum Experimental Design by Shape Optimization

In this section we come to the main contributions of this paper. The main and novel idea is to use the geometry of the specimen as an experimental design variable in order to increase the accuracy in the estimation of the elastic parameters. In other words, one tries to maximize the gain of information obtained through an experiment, measured in terms of one of the criteria (2.17); we focus here on the A-criterion. This leads to a novel type of an optimum experimental design (OED) problem, which is addressed by shape optimization techniques.

In a typical setup one employs the parameter identification process and the design of the subsequent experiment in an alternating fashion known as sequential design; see, for instance Körkel, Bauer, et al., 1999. During an OED phase, the current parameter set \( p \) is either considered fixed at its last known value, or one deems it uncertain and uses a robust optimization framework as for instance in Körkel, Kostina, et al., 2004. Since our concern here is to use the shape of the specimen as a novel type of experimental condition, we concentrate on the design problem only and consider the value of the elastic parameters \( p \) fixed.

Our notation concerning the shape optimization mainly follows Sokołowski, Zolésio, 1992. Perturbations \( \Omega_t \) of an initial shape \( \Omega \subset \mathbb{R}^2 \) will be expressed in terms of a sufficiently smooth vector field \( V : \mathbb{R}^2 \to \mathbb{R}^2 \). We use the perturbation of identity approach, which maps the points \( x_0 \in \Omega \) onto \( \Omega_t = T_t(\Omega) \) according to

\[
x(t) := T_t(x_0) := x_0 + t V(x_0)
\]

for \( t \geq 0 \). Note that \( T_0 = \text{id} \) (the identity) and \( \Omega_0 = \Omega \) hold.

The outline of our proposed approach is as follows. First we set up the shape optimization problem whose objective expresses the desire to increase the accuracy of the estimation of the elastic parameters. We use the A-criterion \( (2.17a) \) based on the covariance matrix \( C \) from \( (2.16) \) for this purpose, but other criteria can be used as well. Since the covariance matrix depends on the Jacobian of the residuals, which involves the solution of the sensitivity equation, a classical approach based on the chain rule suggests that we have to find the (material) derivative of the solution of the sensitivity equation \( (2.12) \) w.r.t. the perturbation vector field \( V \). This is however, quite involved due to the
state $u$ appearing in the right hand side of (2.12), and not covered by standard shape differentiation results in elasticity; see Sokołowski, Zolésio, 1992, Chapter 3.5 and Eppler, 2010. Therefore, and also in the interest of reduced regularity requirements we resort to the material derivative-free approach developed by Sturm, 2015; Laurain, Sturm, 2016, which leads directly to an adjoint-based representation of the Eulerian derivative of our objective (3.2).

![Figure 3.1: Simplified configuration of a specimen with measurement regions $R_k$ ($k = 1, 2, 3$) and $\Gamma_{\text{free}}$ (dashed lines) subject to shape optimization on $\Gamma_{\text{free}}$.](image)

### 3.1 Shape Optimization Problem

Let us begin by fixing some notation. We denote from now on the Jacobian of the residuals (2.14) by $J(\Omega; \delta u)$ to emphasize the dependence on the geometry $\Omega$ of the specimen as well as the dependence on the displacement sensitivities $\delta u = (\delta u_1, \delta u_2)$. On the other hand, we suppress the dependence on the parameter vector since we consider $p$ fixed.

The OED shape optimization problem can be formulated as follows,

$$
\begin{align*}
\text{Minimize} & \quad \Psi(\Omega) := \psi_A(C(J(\Omega; \delta u))), \\
\text{where} & \quad C(J) := (J^\top \Sigma^{-1} J)^{-1} \quad \text{and} \quad \psi_A(C) := \frac{1}{2} \text{trace } C
\end{align*}
$$

(3.2) (3.3)

hold according to (2.16) and (2.17a). Admissible shapes are those attained from an initial configuration $\Omega_0$ by the perturbation of identity approach, via admissible perturbation fields $V$ according to the following assumption.

**Assumption 3.1.** Admissible velocity fields $V$ satisfy $V = 0$ on $\Gamma_D \cup \Gamma_N$.

This condition ensures that that the clamping part $\Gamma_D$ as well as the Neumann boundary $\Gamma_N$ on which forces $g$ are applied, are not subject to shape optimization; see Figure 3.1. The reason for this is that the specimen geometry needs to remain compatible with the equipment on which the experiment is conducted. By contrast, the traction-free part $\Gamma_{\text{free}}$ of the boundary will be free to move, along with the interior of the domain $\Omega$. 

The situation concerning the measurement regions $R_k$ deserves particular mention. By design, they are going to remain fixed relative to the clamping and forcing boundaries $\Gamma_D \cup \Gamma_N$. However the material points in the domain $\Omega$ ‘underneath’ these regions are free to move.

In order to characterize the Eulerian derivative $d\Psi(\Omega)[V]$ in the direction of a given perturbation field $V$ we introduce the Lagrangian associated with (3.2) on the perturbed domain $\Omega_t = T_t(\Omega)$, see (3.1), as follows:

$$L_t(t, u_t, \delta u_{1,t}, \delta u_{2,t}, z_t, w_{1,t}, w_{2,t})$$

$$= \frac{1}{2} \text{trace} \left( J(\Omega_t; \delta u_t)^\top \Sigma^{-1} J(\Omega_t; \delta u_t) \right)^{-1} + \int_{\Omega_t} \varepsilon(z_t) : C \varepsilon(u_t) \, dx$$

$$- \int_{\Gamma_N} g \cdot z_t \, ds + \sum_{\ell=1}^2 \int_{\Omega_t} \varepsilon(w_{\ell,t}) : C \varepsilon(\delta u_{\ell,t}) \, dx + \sum_{\ell=1}^2 \int_{\Omega_t} \varepsilon(w_{\ell,t}) : C \varepsilon'(u_t) \, dx.$$  (3.4)

The Jacobian on the perturbed domain is defined as

$$[J(\Omega_t; \delta u_t)]_{k,\ell} = \frac{1}{|R_k|} \int_{R_k} \delta u_{\ell,t} \cdot e_k \, dx, \quad k = 1, \ldots, n_{\text{meas}}, \ell = 1, 2,$$  (3.5)

compare (2.14). It expresses the fact that the measurement regions will remain independent of the perturbation field.

The second and third lines in (3.4) denote the weak formulations of the elasticity and sensitivity equations (2.4) and (2.12) on the perturbed domain $\Omega_t$, respectively. The adjoint equations governing the adjoint states $z_t$ and $w_{\ell,t}$, $\ell = 1, 2$, can be derived, as usual, by differentiating (3.4) w.r.t. the forward and sensitivity state variables $u_t$ and $\delta u_{\ell,t}$, respectively. As seen below, the adjoint states will only be needed in the unperturbed domain ($t = 0$) and therefore will be stated later.

The next step is to pull the Lagrangian back to the unperturbed domain via the substitution rule for integrals. The pulled-back states and adjoint states are defined as $u^t := u_t \circ T_t$ etc. Using the abbreviations

$$\gamma_t = \det(DT_t), \quad \omega_t = \det(DT_t) \|(DT_t)^{-\top} n\|,$$

we obtain the family of pulled-back Lagrangians

$$L^t(t, u^t, \delta u_{1}^t, \delta u_{2}^t, z^t, w_{1}^t, w_{2}^t) = \frac{1}{2} \text{trace} \left( J^t(\Omega^t; \delta u^t)^\top \Sigma^{-1} J^t(\Omega^t; \delta u^t) \right)^{-1}$$

$$+ \int_{\Omega} \varepsilon'(z^t) : C \varepsilon'(u^t) \gamma_t \, dx - \int_{\Gamma_N} g^t \cdot z^t \omega_t \, ds$$

$$+ \sum_{\ell=1}^2 \int_{\Omega} \varepsilon'(w_{\ell}^t) : C \varepsilon'(\delta u_{\ell}^t) \gamma_t \, dx + \sum_{\ell=1}^2 \int_{\Omega} \varepsilon'(w_{\ell}^t) : C \varepsilon'(u^t) \gamma_t \, dx.$$  (3.6)

The transformed differential operator

$$\varepsilon'(u^t)(x) = \frac{1}{2} \left( [Du^t](x)(DT_t)^{-\top}(x) + (DT_t)^{-\top}(x) (Du^t)(x)^\top \right)$$  (3.7)
is obtained using the chain rule; see Sokolowski, Zolésio, 1992, eq. (3.139). The boundary traction on \( \Gamma_N \) is simply defined by \( g_i(x) = g(T_i(x)) = g(x) \) where the last equality is due to Assumption 3.1. Finally, the transformed Jacobian \( J'(\Omega; \delta u') \) of the residuals obtained from (3.5) has entries of the form
\[
J_{k\ell} = \frac{1}{|R_k|} \int_{R_k^{-1}(R_k)} \delta u'_{\ell} \cdot e_k \gamma_i \, dx,
\]
(3.8)
where, as before, \( k = 1, \ldots, n_{\text{meas}} \) denotes the measurement index and \( \ell = 1, 2 \) selects the parameter.

Following Sturm, 2015; Laurain, Sturm, 2016, we obtain the Eulerian derivative \( d\Psi(\Omega) [V] \) as the partial derivative of \( L' \), evaluated at \( t = 0 \). In other words,
\[
d\Psi(\Omega) [V] = \frac{\partial}{\partial t} L'(0, u, \delta u_1, \delta u_2, z, w_1, w_2)
\]
(3.9)
holds, where \( u, \delta u_1 \) and \( \delta u_2 \) are the solutions of the forward and sensitivity problems (2.4) and (2.12), respectively. The computation of material derivatives of the state variables is thus avoided.

The adjoint states \( z, w_1 \) and \( w_2 \) are the solutions to suitably defined adjoint equations. For their definition we introduce the following abbreviations. The \( n_{\text{meas}} \times 2 \)-matrix \( G \) is defined as
\[
G := -\Sigma^{-1} J(\Omega; \delta u) \, C(j(\Omega; \delta u))^2
\]
(3.10)
and \( g_1, g_2 \) are its columns. Moreover, we denote by \( j_1(\Omega; \delta u_1) \) and \( j_2(\Omega; \delta u_2) \) the columns of the Jacobian \( J(\Omega; \delta u) \) where \( \delta u = (\delta u_1, \delta u_2) \). Notice that \( j_1 \) depends only on \( \delta u_1 \) and \( j_2 \) depends only on \( \delta u_2 \); see (3.5). Differentiating (3.6) at \( t = 0 \) w.r.t. \( u \) and \( \delta u_{\ell} \) (\( \ell = 1, 2 \)), respectively, we obtain the following equations for the adjoint states.

**Proposition 3.2.** The adjoint states \( z \) and \( w_\ell (\ell = 1, 2) \) are defined as the unique solutions in \( \mathcal{V} \) of

\[
\int_{\Omega} \epsilon(z) : C \epsilon(v) \, dx + \sum_{\ell=1}^{2} \int_{\Omega} \epsilon(w_\ell) : C_\ell \epsilon(v) \, dx = 0 \quad \text{for all } v \in \mathcal{V}
\]
(3.11)
and

\[
\int_{\Omega} \epsilon(w_\ell) : C \epsilon(v) \, dx + g_\ell \cdot j_\ell(\Omega; v) = 0 \quad \text{for all } v \in \mathcal{V},
\]
(3.12)
respectively.

**Proof:** Equation (3.11) for the adjoint state \( z \) is obtained in a straightforward way, by differentiation of the pulled-back Lagrangian (3.6) at \( t = 0 \) w.r.t. \( u \), and then setting the directional derivative in the direction of an arbitrary element \( v \in \mathcal{V} \) equal to zero. The pair of adjoint equations (3.12) is obtained similarly, but by differentiation w.r.t. \( \delta u_{\ell} \). Only the first term in (3.6) at \( t = 0 \),
\[
\frac{1}{2} \text{trace} (J(\Omega; \delta u) \Sigma^{-1} J(\Omega; \delta u))^{-1} = \frac{1}{2} \text{trace} C(j(\Omega; \delta u)),
\]
(3.13)
deserves a closer look. Recall that $C(\cdot)$ was defined in (3.3). Elementary calculations show that $C$ is Fréchet differentiable, provided that $J$ has full column rank, and that its directional derivatives are given by
\[
\frac{d}{d\delta J}C(J)\delta J = -C(J)\left[J^T\Sigma^{-1}\delta J + \delta J^T\Sigma^{-1}J\right]C(J).
\] (3.14)

The chain rule, together with $\text{trace}(A) = \text{trace}(A^T)$ and the symmetry of $\Sigma$ and $C(J)$ as well as $\text{trace}(A B C) = \text{trace}(C A B)$ for matrices of suitable size, yield the following expression for the directional derivative of (3.13) w.r.t. $\delta u_\ell$ in the direction of $v$:
\[
\frac{\partial}{\partial \delta u_\ell} \left[ \frac{1}{2} \text{trace} \left(C(J(\Omega; \delta u))\right) v \right] \\
= -\text{trace} \left(C(J(\Omega; \delta u))J(\Omega; \delta u)^T\Sigma^{-1} \left[\frac{\partial}{\partial \delta u_\ell}J(\Omega; \delta u)\right]C(J(\Omega; \delta u))\right) \\
= -\text{trace} \left(C(J(\Omega; \delta u))^2 J(\Omega; \delta u)^T\Sigma^{-1} \left[\frac{\partial}{\partial \delta u_\ell}J(\Omega; \delta u)\right]\right) \\
= G : \left[\frac{\partial}{\partial \delta u_\ell}J(\Omega; \delta u)\right]v, 
\] (3.15)

where $G$ was defined in (3.10). Using the specific form of the Jacobian, see (2.14) or (3.8) with $t = 0$, we infer that
\[
\frac{\partial}{\partial \delta u_\ell} \left[ J(\Omega; \delta u) v \right]_{k,m} = \frac{\partial}{\partial \delta u_\ell} \left[ \frac{1}{|R_k|} \int_{R_k} \delta u_m \cdot e_k \, dx \right] v = \delta_{\ell,m} \int_{R_k} v \cdot e_k \, dx
\]
holds, where $\delta_{\ell,m}$ is the Kronecker symbol. Consequently, (3.15) becomes
\[
\frac{\partial}{\partial \delta u_\ell} \left[ \frac{1}{2} \text{trace} \left(C(J(\Omega; \delta u))\right) v \right] = G : \left[\frac{\partial}{\partial \delta u_\ell}J(\Omega; \delta u)\right]v = g_\ell \cdot j_\ell(\Omega; v).
\]
This concludes the proof of (3.12). $\Box$

We are now in the position to formulate our main theorem, which provides a formula for efficient evaluations of the Eulerian derivative of the OED objective $\Psi$.

**Theorem 3.3.** Suppose that $u, \delta u_1$ and $\delta u_2$ are the solutions of the forward and sensitivity problems (2.4) and (2.12) on the domain $\Omega$. Moreover, let $z, w_1$ and $w_2$ denote the solutions to the adjoint equations (3.11) and (3.12), respectively. Let $V$ denote a perturbation field satisfying Assumption 3.1. Then the Eulerian derivative of $\Psi$ in the...
direction of $V$ is given by

$$d\Psi(\Omega)[V] = G:\frac{1}{|R_k|}\left[ \int_{R_k} \nabla(\delta u_k \cdot e_k) \cdot V \, dx \right]_{k=1,\ldots,\text{meas}, \ell=1,2} - \int_\Omega \text{sym}(DzDV) : C \varepsilon(u) \, dx - \int_\Omega \varepsilon(z) : C \text{sym}(DuDV) \, dx$$

$$+ \int_\Omega \varepsilon(z) : C \varepsilon(u) \, \text{div} \, V \, dx$$

$$- \int_{\Gamma_N} g \cdot z \left( \text{div} \, V - n^T \text{sym}(DV) \, n \right) \, ds$$

$$- \sum_{\ell=1}^2 \int_\Omega \text{sym}( Dw_\ell DV) : C \varepsilon(\delta u_\ell) \, dx - \sum_{\ell=1}^2 \int_\Omega \varepsilon(w_\ell) : C \text{sym}(D\delta u_\ell DV) \, dx$$

$$+ \sum_{\ell=1}^2 \int_\Omega \varepsilon(w_\ell) : C \varepsilon(\delta u_\ell) \, \text{div} \, V \, dx$$

$$- \sum_{\ell=1}^2 \int_\Omega \text{sym}( Dw_\ell DV) : C_\ell \varepsilon(u) \, dx - \sum_{\ell=1}^2 \int_\Omega \varepsilon(w_\ell) : C_\ell \text{sym}(DuDV) \, dx$$

$$+ \sum_{\ell=1}^2 \int_\Omega \varepsilon(w_\ell) : C_\ell \varepsilon(u) \, \text{div} \, V \, dx.$$  \tag{3.16}

Notice that sym (denoting the symmetric part of a matrix) could be omitted in each and every occurrence since $A : C B = B : C A = \text{sym}(B) : C A$ holds whenever $A$ is symmetric. The same formula holds with $C_\ell$ in place of $C$.

**Proof:** According to (3.9), we need to find the partial derivative of (3.6) w.r.t. $t$, at $t = 0$. Collecting terms, we have to differentiate all expressions involving $J_t$, $\epsilon_t$, $\gamma_t$, $\omega_t$ and $g_t$.

Differentiation of the pull-backs $\epsilon^t$ and $g^t$ is standard:

$$\frac{\partial}{\partial t} \epsilon^t(\omega_t)|_{t=0} = -\frac{1}{2} [DuDV + DV^T Du^T] = -\text{sym}(DuDV),$$

$$\frac{\partial}{\partial t} g^t|_{t=0} = (Dg) V;$$

see for instance Sokolowski, Zolésio, 1992, (3.142) and Proposition 2.33. Due to Assumption 3.1, we have $(Dg) V = 0$. The derivatives of $\gamma_t$ and $\omega_t$ can be found in Sokolowski, Zolésio, 1992, Lemma 2.31 and Lemma 2.49:

$$\frac{\partial}{\partial t} \gamma_t|_{t=0} = \text{div} \, V, \quad \frac{\partial}{\partial t} \omega_t|_{t=0} = \text{div} \, V - n^T (DV) \, n = \text{div} \, V - n^T \text{sym}(DV) \, n.$$

With these relations, the derivatives of all but the first term in (3.6) can be formulated, yielding the corresponding terms in (3.16).
It remains to differentiate the pulled-back objective \( \frac{1}{2} \text{trace} \ C(J_t(\Omega; \delta u')) \), where \( C(\cdot) \) was defined in (3.3). Proceeding as in the proof of Proposition 3.2, we can find
\[
\frac{\partial}{\partial t} \left. \frac{1}{2} \text{trace} \ C(J_t(\Omega; \delta u')) \right|_{t=0} = G : \frac{\partial}{\partial t} \left. \left[ J_t(\Omega; \delta u') \right] \right|_{t=0} \tag{3.17}
\]
with \( G \) from (3.10). It remains to evaluate the derivative of \( J_t \). We address a single component of this expression; see (3.8):
\[
\left[ \frac{\partial}{\partial t} J_t \right]_{t=0} = \frac{1}{|R_k|} \left[ \int_{T^{-1}_t(R_k)} \delta u'_\ell \cdot e_k \gamma_t \, dx \right]_{t=0}
\]
\[
= \int_{R_k} \delta u'_\ell \cdot e_k \text{ div } V \, dx - \int_{\partial R_k} \delta u'_\ell \cdot e_k (V \cdot n) \, ds
\]
\[
= \frac{1}{|R_k|} \int_{R_k} \nabla (\delta u'_\ell \cdot e_k) : V \, dx
\]
The second equality above follows from \( \frac{\partial}{\partial t} \gamma_t \bigg|_{t=0} = \text{div } V \) and Sokołowski, Zolésio, 1992, Proposition 2.46. Notice that we are using the inverse transformation \( T_t^{-1} \) here, and therefore the sign of \( V \) changes compared to Sokołowski, Zolésio, 1992, (2.114). The third equality is a consequence of the divergence theorem. Plugging this derivative into (3.17) concludes the proof.

For convenience Table 3.1 summarizes all quantities required for the evaluation of the Eulerian derivative (3.16) of the OED objective. An evaluation of the Jacobian, as needed for efficient least-squares estimation procedures on a given domain \( \Omega \) as well as for the evaluation of the OED objective, requires three elasticity solves. Three more elasticity solves for the adjoint states are needed to evaluate the Eulerian derivative in arbitrary directions \( V \).

| evaluation of the Jacobian \( J_t \) (2.14) in the parameter identification problem | evaluation of \( d\Psi(\Omega) \big|_V \) (3.16) in the optimum experimental design problem |
|---|---|
| quantity | defined by | depends on | quantity | defined by | depends on |
| \( u \) | (2.4) | \( - \) | \( w_\ell \) | (3.12) | \( u, \delta u \) (via \( G \)) |
| \( \delta u_\ell \) | (2.12) | \( u \) | \( z \) | (3.11) | \( w_\ell \) |

Table 3.1: Quantities required to evaluate the Jacobian (left) of the residuals in the parameter identification problem, and the Eulerian derivatives (right) of the objective in the optimum experimental design shape optimization problem. The index \( \ell = 1, 2 \) refers to the parameters to be identified.

We remark that the linear elasticity model does not distinguish between tensile and compression experiments. When \( g \) is replaced by \( -g \) in (2.2a), the solutions \( u \) and \( \delta u_\ell \) change in sign due to the linearity of the forward and sensitivity problems (2.4) and (2.12). Consequently the Jacobian (2.14) changes sign but the covariance matrix \( C(p) \) in (2.16) remains the same.
3.2 Shape Gradient Representations

The Eulerian derivative (3.16) constitutes a linear functional on the space of admissible velocity fields $V$. By the Hadamard structure theorem the Eulerian derivative can likewise be represented by a distribution concentrated on the boundary $\Gamma$ of the domain $\Omega$, which is applied to the normal vector field $(V \cdot n)|_\Gamma$ restricted to the boundary; see Sokołowski, Zolésio, 1992, Theorem 2.27. Indeed, by tedious calculations involving the divergence theorem, one can obtain the representation

$$d\Psi(\Omega)[V] = \int_{\Gamma_{\text{free}}} h(V \cdot n) \, ds,$$

where the so-called Hadamard shape gradient $h$ is given by

$$h = \int_{\Gamma_{\text{free}}} \left[ - (D\sigma)[n] n - \text{div}_\Gamma \sigma \right] \cdot z - \sigma_{\Gamma} : (Dz) \right) (V \cdot n) \, ds$$

$$+ \sum_{\ell=1}^{2} \int_{\Gamma_{\text{free}}} \left[ - (D\tau_\ell)[n] n - \text{div}_\Gamma \tau_\ell \right] \cdot \delta u_\ell - (\tau_\ell)_{\Gamma} : (D\delta u_\ell) \right) (V \cdot n) \, ds$$

$$+ \sum_{\ell=1}^{2} \int_{\Gamma_{\text{free}}} \varepsilon(w_\ell) : C_\ell \varepsilon(u) (V \cdot n) \, ds. \hspace{1cm} (3.18)$$

Here $\sigma = C \varepsilon(u)$ and $\tau_\ell := C \varepsilon(w_\ell)$ are the stress fields for the forward and adjoint problems, $\ell = 1, 2$. Moreover, $(D\sigma)[n]$ denotes the directional derivative of $\sigma$ in the direction of the outer unit normal vector $n$ on $\Gamma$. Furthermore,

$$\sigma_{\Gamma} := \sigma - (\sigma n) n^\top = \sigma (\text{id} - n n^\top) \hspace{1cm} (3.19)$$

is the (row-wise) tangential component of $\sigma$ on $\Gamma$, and $\text{div}_\Gamma \sigma$ is the (row-wise) tangential divergence of a matrix field $\sigma$ restricted to the boundary, i.e.,

$$\text{div}_\Gamma \sigma := \text{div} \sigma - (D\sigma)[n] n; \hspace{1cm} (3.20)$$

see for instance Sokołowski, Zolésio, 1992, Definition 2.52 or Sonntag, Schmidt, Gauger, 2016, eq. (8).

Formula (3.18) is presented here for comparison only, and we will continue to work with (3.16). Notice that (3.18) requires boundary traces of first- and second-order derivatives of the forward and adjoint displacements, while the volume representation (3.16) requires only first-order derivatives in the domain. Hence the argument of Hiptmair, Paganini, Sargheini, 2015 applies also here, showing that the volume representation of the Eulerian derivative offers better accuracy in finite element computations.

Following Schulz, Siebenborn, Welker, 2016, we proceed by calculating the Riesz representor of the linear functional (3.16) with respect to an auxiliary linear elasticity inner product. That is, we obtain a displacement field $U \in W := \{ U \in H^1(\Omega; \mathbb{R}^2) : U = 0 \text{ on } \Gamma_D \cup \Gamma_N \}$ by solving the linear problem

$$\int_{\Omega} [2\mu_0 \varepsilon(U) + \lambda_0 \text{trace}(\varepsilon(U))] : \varepsilon(V) \, dx = d\Psi(\Omega)[V] \text{ for all } V \in W. \hspace{1cm} (3.21)$$
The displacement field $\mathbf{U}$ then serves as the deformation field in the domain transformation $T_t(x) := x + t \mathbf{U}(x)$ for all $x \in \Omega$, and $t$ will be determined by a line search procedure. The Lamé parameters $(\lambda_0, \mu_0)$ and further details will be specified in Section 4.

### 3.3 Single Parameter Identification

We return to the discussion at the end of Section 2 about the restriction to only one parameter. We distinguish two cases:

1. When we estimate only the $\ell$-th parameter and the other one is known, we replace the Jacobian by its $\ell$-th column, denoted by $j_\ell(\Omega; \delta \mathbf{u}_t)$. The optimum experimental design problem (3.2) then reduces to

\[
\text{Minimize } \Psi^{(1)}(\Omega) := \left(j_\ell(\Omega; \delta \mathbf{u}_t)^\top \Sigma^{-1} j_\ell(\Omega; \delta \mathbf{u}_t)\right)^{-1}.
\]

Equivalently, we might maximize the $\ell$-th diagonal entry in the Fisher information matrix (2.15). The Eulerian derivative pertaining to (3.22) can be expressed similarly as in (3.16), with changes in the first term, the adjoints $w_\ell$ and $z$, and the sums over $\ell$. The first term in (3.16) changes to

\[
\frac{g_\ell}{|R_k|} \int_{R_k} \nabla (\delta \mathbf{u}_t \cdot e_k) \cdot V \, dx \bigg|_{k=1,\ldots,n_{\text{meas}}}
\]

with the vector $g^{(1)}_\ell$ defined by

\[
g^{(1)}_\ell := -2 \Sigma^{-1} j_\ell(\Omega; \delta \mathbf{u}_t) C(j_\ell(\Omega; \delta \mathbf{u}_t))^2.
\]

Notice that $g^{(1)}_\ell$ is not identical to the $\ell$-th column of $G$; compare (3.10). The adjoint states $w_\ell$ and $z$ are obtained as the unique solutions in $V$ of

\[
\nabla (\delta \mathbf{u}_t \cdot e) \cdot V \, dx + \int_{R_k} \nabla (\delta \mathbf{u}_t \cdot e_k) \cdot V \, dx = 0 \quad \text{for all } v \in V,
\]

\[
\int_{R_k} \nabla (\delta \mathbf{u}_t \cdot e_k) \cdot V \, dx + g^{(1)}_\ell : j_\ell(\Omega; v) = 0 \quad \text{for all } v \in V,
\]

compare (3.11) and (3.12). Notice that only one adjoint state of type $w_\ell$ is required. Finally, the summation over $\ell = 1, 2$ in (3.16) is omitted.

2. When both parameters are unknown and need to be estimated but we are only interested in the precision of the $\ell$-th parameter, the experimental design problem (3.2) reduces to

\[
\text{Minimize } \Psi^{(2)}(\Omega) := C(J(\Omega; \delta \mathbf{u}))_{\ell,\ell} = e_\ell^\top C(J(\Omega; \delta \mathbf{u})) e_\ell,
\]

(3.23)
where \( e_\ell \in \mathbb{R}^2 \) is the \( \ell \)-th unit vector. Straightforward calculations show that the matrix \( G \) involved in the first term of (3.16) has to be replaced by

\[
G^{(2)}_\ell := -2 \Sigma^{-1} J(\Omega; \delta u) C(J(\Omega; \delta u)) e_\ell e_\ell^T C(J(\Omega; \delta u)).
\]

Its columns \( g^{(2)}_\ell \) appear also in the adjoint equations, which now read

\[
\int_\Omega \varepsilon(z) : C \varepsilon(v) \, dx + \sum_{\ell=1}^2 \int_\Omega \varepsilon(w_\ell) : C_{\ell} \varepsilon(v) \, dx = 0 \quad \text{for all } v \in V,
\]

\[
\int_\Omega \varepsilon(w_\ell) : C \varepsilon(v) \, dx + g^{(2)}_\ell \cdot j_\ell(\Omega; v) = 0 \quad \text{for all } v \in V.
\]

In this case the summation over \( \ell = 1, 2 \) in (3.16) remains.

### 3.4 Stress and Perimeter Penalty Terms

The OED shape optimization problem (3.2) discussed so far suffers from one apparent flaw. Roughly speaking, for any prescribed value of the boundary stress \( \sigma n = g \) on \( \Gamma_N \), a thinning of the specimen will lead to an increase in displacement values \( u \), and thus to a better informed experiment since the sensitivity values \( \delta u_\ell \) will increase as well; see (2.12). One possible remedy would be to assume that the measurements’ standard deviations \( \sigma_k \) scale with the measurements and thus with the displacement \( u \). This amounts to a constant relative measurement accuracy and it would lead to an additional dependency of \( \Sigma \) and thus of the estimator covariance matrix \( C = (J^\top \Sigma^{-1} J)^{-1} \) and the objective (3.2) on the domain \( \Omega \). Since constant absolute variance optical measurements are not unrealistic for our setting, we do not pursue this further. By contrast, we will prevent excessive specimen thinning by adding the stress penalty term

\[
P_\sigma(\Omega; u) := \int_\Omega \max\{0, |\sigma_{ps}|_F - \sigma_{max}\}^2 \, dx
\]

(3.24)

to the objective (3.2). This penalty term becomes active whenever the von Mises stress \( |\sigma_{ps}|_F \) exceeds the allowable stress \( \sigma_{max} \). A proper definition of the von Mises stress requires that we consider the 3D analog \( \sigma_{ps} \) of the planar stress tensor \( \sigma \). To define it, we require the 3D analog of the Lamé coefficients \( \lambda \) and \( \mu \) in (2.5), which are given by

\[
\lambda^{3D} = \lambda + \frac{\lambda^2}{2\mu - \lambda} \quad \text{and} \quad \mu^{3D} = \mu,
\]

(3.25)

Note that the second Lamé coefficient (shear modulus) \( \mu \) remains the same. Assuming the plane-stress situation (where the specimen can move freely in thickness direction), the corresponding 3D strain and stress tensors are given as follows,

\[
\varepsilon_{ps}(u) := \begin{pmatrix}
\varepsilon(u) & 0 \\
0 & 0
\end{pmatrix}
\quad \text{and} \quad
\sigma_{ps} := C^{3D} \varepsilon_{ps} = \begin{pmatrix}
* & * & 0 \\
* & * & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]
where \( \epsilon_{33}(u) := -\frac{\lambda^{3D} \text{trace}(\epsilon(u))}{2\mu + \lambda^{3D}} \). Equivalently to (2.5), we have

\[
\sigma_{ps} = C^{3D} \epsilon_{ps} = 2\mu \epsilon_{ps} + \lambda^{3D} \text{trace}(\epsilon_{ps}) \text{id}_{3 \times 3},
\]

and the positivity requirement \( \lambda + \mu > 0 \) translates into \( 3\lambda^{3D} + 2\mu > 0 \). Notice that the above formula for \( \epsilon_{33} \) is easily obtained by the plane-stress assumption \( (\sigma_{ps})_{33} = 0 \). Finally \( \sigma_{ps}^{D} := \sigma_{ps} - \frac{1}{3} \text{trace}(\sigma_{ps}) \text{id}_{3 \times 3} \) is the deviatoric component of the 3D plane-stress state and \( |\sigma_{ps}^{D}|_{F} \) is its Frobenius norm.

This explains the composition of the stress penalty (3.24). In our experiments, we also added a standard perimeter penalty

\[
P_{\Gamma}(\Omega) := \int_{\Gamma_{\text{free}}} ds,
\]

which helps smooth the boundary and is beneficial with a view towards producibility of the specimen.

In place of (3.2) we consider from now on the more general problem

\[
\text{Minimize } \bar{\Psi}(\Omega) := \psi_{A}(C(J(\Omega; \delta u))) + \alpha_{\sigma} P_{\sigma}(\Omega; u) + \alpha_{T} P_{T}(\Omega),
\]

where \( \alpha_{\sigma} \geq 0 \) and \( \alpha_{T} \geq 0 \) are the penalty parameters. Let us briefly discuss the implications of the two additional terms. On the perturbed domain \( \Omega_{t} \) the stress penalty reads

\[
P_{\sigma,t}(\Omega_{t}; u_{t}) := \int_{\Omega_{t}} \max\{0, |\sigma_{ps,t}^{D}|_{F} - \sigma_{\text{max}}\}^{2} dx.
\]

Its pull-back to \( \Omega \) is

\[
P_{\sigma,t}^{\prime}(\Omega; u) := \int_{\Omega} \max\{0, |\sigma_{ps,t}^{D}|_{F} - \sigma_{\text{max}}\}^{2} \gamma_{t} dx,
\]

where

\[
\sigma_{ps}^{t} = C^{3D} \epsilon_{ps}^{t}(u^{t}) = C^{3D} \begin{pmatrix} \epsilon^{t}(u^{t}) & 0 \\ 0 & 0 - \frac{\lambda^{3D} \text{trace}(\epsilon^{t}(u^{t}))}{2\mu + \lambda^{3D}} \end{pmatrix} \quad \text{and} \quad \sigma_{ps,t}^{D} = |\sigma_{ps}^{t}|^{D}
\]

holds with \( \epsilon^{t}(u^{t}) \) from (3.7). The term (3.29) is added to the Lagrangian (3.6). Its differentiation at \( t = 0 \) w.r.t. \( u \) in the direction of \( v \) gives us an additional term which appears in the “right hand side” of the adjoint equation (3.11) for \( z \). The latter is thus replaced by

\[
\int_{\Omega} \epsilon(z) : C \epsilon(v) \, dx + \sum_{\ell=1}^{2} \int_{\Omega} \epsilon(\omega_{\ell}) : C_{\ell} \epsilon(v) \, dx
\]

\[
+ 2 \alpha_{\sigma} \int_{\Omega} \max\{0, |\sigma_{ps}^{D}|_{F} - \sigma_{\text{max}}\} \frac{\sigma_{ps}^{D}}{|\sigma_{ps}^{D}|_{F}} : \sigma_{ps}^{D}(\epsilon(v)) \, dx = 0 \quad \text{for all } v \in V.
\]
The adjoints $w_{\ell}$ ($\ell = 1, 2$) remain unchanged; see (3.12). We proceed similarly for the perimeter penalty (3.27), whose pull-back is given by

$$P_{\Gamma}^l(\Omega) := \int_{\Gamma_{\text{free}}} \omega_l \, ds.$$  \hspace{1cm} (3.31)

Since it does not depend on state variables, no further changes to the adjoint equations are necessary. By adding the partial derivatives of (3.29) and (3.31) w.r.t. $t$ at $t = 0$ to (3.16) we obtain the Eulerian shape derivative for the penalized problem (3.28) as stated in the following theorem. The details are left to the reader.

**Theorem 3.4.** Suppose that $u, \delta u_1$ and $\delta u_2$ are the solutions of the forward and sensitivity problems (2.4) and (2.12) on the domain $\Omega$. Moreover, let $z$, $w_1$ and $w_2$ denote the solutions to the adjoint equations (3.30) and (3.12), respectively. Let $V$ denote a perturbation field satisfying Assumption 3.1. Then the Eulerian derivative of $\tilde{\Psi}$ in the direction of $V$ is given by

$$d\tilde{\Psi}(\Omega)[V] = \text{formula (3.16)}$$

$$- 2 \alpha_s \int_{\Omega} \max\{0, |\sigma_{ps}^D|^F - \sigma_{\text{max}}\} \frac{\sigma_{ps}^D}{|\sigma_{ps}^D|^F} : \sigma_{ps}^D(\text{sym}(D uDV)) \, dx$$

$$+ \alpha_s \int_{\Omega} \max\{0, |\sigma_{ps}^D|^F - \sigma_{\text{max}}\}^2 \text{div} \, V \, dx$$

$$+ \alpha_\Gamma \int_{\Gamma_{\text{free}}} (\text{div} \, V - n^T \text{sym}(DV) \, n) \, ds.$$  \hspace{1cm} (3.32)

**4 Numerical Experiments**

In this section we describe a number of numerical experiments based on the setup described in Figure 2.1 and Figure 3.1. As mentioned earlier, the elasticity parameters will be considered fixed since we are mainly interested in solving the OED problem.

We choose nominal parameters

$$\lambda = 943 \text{ N/mm}^2, \quad \mu = 803 \text{ N/mm}^2,$$  \hspace{1cm} (4.1)

which corresponds to a certain polycarbonate with elasticity modulus and Poisson ratio $E^{3D} = 2200 \text{ N/mm}^2$ and $\nu^{3D} = 0.37$ or equivalently, Lamé parameters

$$\lambda^{3D} = \frac{E^{3D} \nu^{3D}}{(1 + \nu^{3D})(1 - 2 \nu^{3D})} = 2285 \text{ N/mm}^2, \quad \mu^{3D} = \frac{E^{3D}}{2(1 + \nu^{3D})} = 803 \text{ N/mm}^2.$$  \hspace{1cm} (4.2)

The relationship between the 2D and 3D Lamé parameters was described in the transformation formula (3.25). To obtain a consistent set of dimensions, all lengths will be
measured in mm. All measurements are assumed to have identical standard deviation $\sigma_k \equiv \sigma = 0.1$ mm.

All elasticity problems (see Table 3.1) were discretized using $P_2$ (piecewise quadratic, continuous) finite elements on triangular meshes in 2D. Consequently, the stresses such as $\sigma = C \varepsilon(u)$ are piecewise linear functions.

In all of our case studies, we consider a symmetric situation with a horizontal symmetry axis $\Gamma_{\text{symmetry}}$, and only the upper half of the domain is involved in the calculations and will be displayed. The boundary conditions along the symmetry axis are $e_1^T \sigma n = 0$ and $e_2^T u = 0$, and likewise for the sensitivity and adjoint equations.

All computations were started with an initial configuration of a rectangle of 15 mm width and 150 mm length, i.e., the width of the full specimen is 30 mm. The initial shape with the undeformed mesh and a typical configuration of measurement regions can be seen in Figure 4.1. Both horizontal and vertical displacements are measured in each region, so that $n_{\text{meas}} = 20$ holds. A constant tensile stress of $g = 220\ \text{N/mm}$ is applied to the right boundary, which amounts to a combined force of 6600 N per mm depth of the specimen. In the initial configuration this results in a maximum horizontal displacement of approximately 1.5 mm.

![Figure 4.1: Initial shape of the full specimen with undeformed mesh, symmetry axis, clamping conditions, free boundary and configuration of measurement regions (sensors) used.](image)

The computational mesh is created so that it resolves the rectangular measurement domains. In our theory, we allowed the material points ‘underneath’ the measurement domains to move; cf. (3.5). In numerical practice, we prevent this movement in order to avoid degenerate regions due to uneven mesh movement. Furthermore, the boundary points near $\Gamma_D$ and $\Gamma_N$ are also kept fixed. This is, on the one hand, a practical consideration in order to maintain a straight fixation of the specimen in the testing device. On the other hand, stress peaks in the corners of the domain might cause difficulties during the shape optimization procedure. This additional fixed boundary which is exempt from shape optimization is described by

$$\Gamma_{\text{fixed}} := \{ x \in \Gamma_{\text{free}} : \text{dist}(x, \Gamma_D) < \delta \text{ or } \text{dist}(x, \Gamma_N) < \delta \},$$

where $\delta$ is chosen as 10% of the sample length and dist$(x, S)$ denotes the Euclidean distance between a point $x$ and a set $S$. 
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Fixing the measurement regions as well as the holding fixture are easily achieved by restricting the deformation space $W$ for the auxiliary elasticity problem (3.21) to

$$\tilde{W} := \{ \mathbf{U} \in H^1(\Omega; \mathbb{R}^2) : \mathbf{U} = \mathbf{0} \text{ on } \Gamma_D \cup \Gamma_N \cup \Gamma_{\text{fixed}} \cup \Gamma_{\text{symmetry}}$$

$$\text{and on } \text{cl } R_k \text{ for } k = 1, \ldots, n_{\text{meas}} \}.$$ 

Here $\text{cl } R_k$ denotes the closure of $R_k$. The measurement subdomains as well as the inert boundary $\Gamma_D \cup \Gamma_N \cup \Gamma_{\text{fixed}} \cup \Gamma_{\text{symmetry}}$ are denoted by Sensors (green) and Fixed (violet) in Figure 4.1. Taking into account the addition of the two penalty terms of the objective as discussed in Section 3.4, the auxiliary elasticity problem to obtain the Riesz representer of the Eulerian shape derivative amounts to finding the displacement field $\mathbf{U} \in \tilde{W}$ such that

$$\int_{\Omega} \left[ 2 \mu_0 \epsilon(\mathbf{U}) + \lambda_0 \text{trace}(\epsilon(\mathbf{U})) \right] : \epsilon(\mathbf{V}) \, dx = d\tilde{\Psi}(\Omega)[\mathbf{V}] \quad \text{for all } \mathbf{V} \in \tilde{W}. \quad (4.3)$$

In our computations we used non-constant Lamé parameters $\lambda_0$ and $\mu_0$. Following Schulz, Siebenborn, 2016 these parameters were obtained by first solving the following elliptic problem on the current domain $\Omega$,

$$\Delta \mu_0 = 0 \quad \text{in } \Omega, \quad (4.4a)$$

$$\mu_0 = \mu_{\text{min}} \quad \text{on } \Gamma_{\text{symmetry}}, \quad (4.4b)$$

$$\mu_0 = \mu_{\text{max}} \quad \text{on } \Gamma_{\text{free}}, \quad (4.4c)$$

$$\frac{\partial \mu_0}{\partial n} = 0 \quad \text{on } \Gamma_{\text{fixed}}, \quad (4.4d)$$

where $\mu_{\text{min}} = 1$ and $\mu_{\text{max}} = 10$. Subsequently the corresponding first Lamé coefficient $\lambda_0$ was set according to

$$\lambda_0 = \frac{\nu_{\text{const}}}{0.5 - \nu_{\text{const}}} \mu_0, \quad (4.5)$$

with Poisson ratio $\nu_{\text{const}} = 0.45$. This value near the incompressibility threshold of 0.5 ensures small volume changes when the deformation field $\mathbf{U}$ is applied to the computational mesh. Moreover mesh transformations obtained with this Lamé coefficients need less re-meshing because the boundary nodes at the free boundary tend to remain equally distributed and the largest cell geometry deformations are shifted towards the symmetry boundary, which is not subject to optimization. The resulting functions for $\lambda_0$ and $\mu_0$ on the initial geometry are shown in Figure 4.2.

![Figure 4.2: Lamé parameters $\lambda_0$ and $\mu_0$ (in N/mm²) used in (4.3). The top boundary is $\Gamma_{\text{free}}$, and the bottom boundary is $\Gamma_{\text{symmetry}}$.](image-url)
We followed an optimize–then discretize approach and implemented a gradient descent method to optimize the specimen shape according to the shape optimization problem (3.2). The deformation field $U$ from (4.3) serves as the descent direction and it generates the transformation $T_t = \text{id} + t U$ which is applied to the computational mesh representing the current domain $\Omega$. The parameter $t > 0$ is obtained via an Armijo backtracking line search; see for instance Nocedal, Wright, 2006, Algorithm 3.1. The trial step size $t$ is accepted if

$$\tilde{\Psi}(T_t(\Omega)) \leq \tilde{\Psi}(\Omega) + t \sigma d \tilde{\Psi}(\Omega)[U],$$

holds with $\sigma = 0.01$. When a step is rejected the step size $t$ is reduced to $\beta t$ with $\beta = 0.5$. The gradient descent method was stopped as soon as the relative stopping criterion

$$\frac{\tilde{\Psi}(T_t(\Omega)) - \tilde{\Psi}(\Omega)}{\tilde{\Psi}(\Omega)} \leq \epsilon$$

was satisfied.

Our algorithm observes the mesh quality in terms of the aspect ratio (the ratio of the diameters of inscribed and circumscribed circles, times the cell dimension) of every cell. Re-meshing is triggered as soon as an element has an aspect ratio lower than 0.1 at the end of a gradient descent step. During re-meshing the measurement domains are preserved but additional boundary nodes may be added between existing ones in case boundary nodes become unevenly spaced. Additional boundary nodes are placed based on linear interpolation. The occurrence of re-meshing will be indicated in the numerical results.

Finally our method monitors the three contributions to the objective (3.28) individually. In case the combined penalty terms increase significantly from one iteration to the next, the accepted Armijo step size is reduced as a precaution to avoid irregularities in the free boundary part of the mesh. This typically occurs only in the initial iterations and can be seen at the beginning of the step size plot in Figure 4.4.

All computations were implemented in the finite element toolbox FEniCS (version 2017.1); see Logg, Mardal, Wells, 2012. In the remainder of this section we describe numerical experiments and results for three different settings. In the first setting (Section 4.1) we consider the case where both Lamé coefficients $(\lambda, \mu)$ are to be identified. In Section 4.2 we focus on the two single-parameter cases of type 1 as described Section 3.3, i.e., only one of the Lamé parameters needs to be estimated. Table 4.1 shows the values of the penalty parameters $(\alpha_{\sigma}, \alpha_{\Gamma})$ as well as the tolerance $\epsilon$ in the stopping criterion (4.6) which are in effect in each case. The maximal allowable stress was set to $\sigma_{\text{max}} = 52 \text{ N/mm}^2$ in each case. For comparison, the yield stress of polycarbonate is described in the literature to lie between 55 N/mm$^2$ and 75 N/mm$^2$.

### 4.1 Experiment 1: Joint Parameter Identification

In this first experiment we consider the OED shape optimization problem for the case when both Lamé parameters $(\lambda, \mu)$ in (2.5) are to be identified from a single experiment.
Table 4.1: Penalty parameters \((\alpha_\sigma, \alpha_{\Gamma})\) and the stopping tolerance \(\epsilon\) used for the case studies in this section.

The initial shape is as in Figure 4.1 and some snapshots showing the domain in gradient descent iterations 10, 50, 100 and in the final iteration 274 are shown in Figure 4.3.

Figure 4.3: Experiment 1: specimen shapes at gradient descent iterations 10, 50, 100 and 274 when both \((\lambda, \mu)\) are parameters of interest. The color code shows the value of the von Mises stress \(|\sigma_{ps}\|^F\).

Figure 4.4 shows the evolution of the objective function, the Armijo step sizes and the relative change of the marginal confidence intervals (2.18b) over the iterations.

Re-meshing (depicted by gray vertical lines) is triggered in iterations 15, 91, 151, 181 and 241. The horizontal lines illustrate the minimum and maximum values of the quantity shown in the respective graph.
Figure 4.4: Experiment 1: evolution of the objective function $\Psi$ including penalty terms, accepted line search step sizes $t$, and relative sizes of the confidence interval for each parameter.
4.2 EXPERIMENT 2: SINGLE PARAMETER IDENTIFICATION

In the second set of experiments we consider the identification of either \( \lambda \) or \( \mu \) with the other parameter assumed known. These experiments are provided for two reasons. First, optimized shapes are easier to interpret from an application point of view when only one parameter is to be identified from the tensile experiment. Second, these experiments show that optimized shapes may depend strongly on the parameter set to be identified.

The situation under consideration is described in Section 3.3 as case 1. The initial shape is the same as in Section 4.1, see Figure 4.1. The final shape in case of the first Lamé parameter \( \lambda \) is shown in Figure 4.5, which was achieved after 134 iterations. For the final shape of the second Lamé parameter \( \mu \) obtained after 134 iterations, see Figure 4.6. Once again we refer the reader to Table 4.1 for the penalty and stopping parameters in place.

Figure 4.5: Experiment 2: the final shape at gradient descent iteration 134 with \( \lambda \) as the single parameter of interest. The color code shows the value of the von Mises stress \( |\sigma^{D}_{ps}|_F \).

Figure 4.6: Experiment 2: the final shape at gradient descent iteration 134 with \( \mu \) as the single parameter of interest. The color code shows the value of the von Mises stress \( |\sigma^{D}_{ps}|_F \).

4.3 DISCUSSION

Comparing the two final shapes Figure 4.5 and Figure 4.6 for the single parameter identification problems from Section 4.2, we observe similar optimized shapes, both of which exhibit a thinning of the specimen between the left (clamping) boundary and the measurement regions. This was to be expected since for tensile experiments with constant force, a thinner geometry to the left of the measurement regions will lead to them being displaced more particularly in horizontal direction, which in turn results in
Table 4.2: Summary of results for the 3 parameter identification cases \((\lambda, \mu)\), \(\lambda\) and \(\mu\) considered in Sections 4.1 and 4.2. Initial and final values of the first (OED-related) part of the objective are shown along with the radius of the (marginal) confidence interval according to (2.18b) (first row) and (2.18a) (second and third rows) for each parameter in mm, for confidence level \(\alpha = 90\%\).

<table>
<thead>
<tr>
<th>parameters</th>
<th>(\epsilon)</th>
<th>final iteration</th>
<th>initial (\Psi_{\text{OED}})</th>
<th>final (\Psi_{\text{OED}})</th>
<th>initial (\text{CI}_\lambda)</th>
<th>final (\text{CI}_\lambda)</th>
<th>initial (\text{CI}_\mu)</th>
<th>final (\text{CI}_\mu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\lambda, \mu))</td>
<td>1e(-5)</td>
<td>274</td>
<td>8.9e5</td>
<td>3.8e5</td>
<td>2.2e3</td>
<td>1.4e3</td>
<td>4.0e2</td>
<td>2.6e2</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>1e(-5)</td>
<td>134</td>
<td>2.4e4</td>
<td>8.7e3</td>
<td>2.6e2</td>
<td>1.5e2</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>(\mu)</td>
<td>1e(-5)</td>
<td>134</td>
<td>8.5e2</td>
<td>2.3e2</td>
<td>–</td>
<td>–</td>
<td>4.8e1</td>
<td>2.5e1</td>
</tr>
</tbody>
</table>

a smaller influence of the measurement errors in the parameter estimation. Notice that the amount of thinning is limited due to the stress penalty condition.

The shape of the optimized specimen changes significantly when both Lamé parameters \((\lambda, \mu)\) are to be identified from a single experiment; see Section 4.1. In this case, the specimen undergoes thinning both to the left and the right of the measurement regions; see Figure 4.3. This shape leads to larger relative vertical displacements between individual measurement regions. Besides measurements in horizontal directions, independent vertical displacements gain importance in the two-parameter identification case.

Next we investigate the merit of using optimized specimens. To this end, we compare the radii of the marginal confidence intervals (2.18b) for each parameter between the initial and final shapes. As can be seen from the first row in Table 4.2, both intervals reduce to about 65\% of their original sizes. We also mention Figure 4.4 (bottom row), where we show the evolution of the relative interval lengths over iteration number. Notice that for any two given shapes of the specimen, the relative dimensions of the confidence intervals do not depend on the confidence level \(\alpha\) nor on the value of the constant measurement variance \(\sigma_k \equiv \sigma\). Speaking in absolute terms, the marginal confidence radii for \(\lambda\) and \(\mu\) (for \(\sigma_k \equiv 0.1\ mm\) and \(\alpha = 90\%\)) decrease from approx. 2200 N/mm\(^2\) to approx. 1400 N/mm\(^2\), respectively from 400 N/mm\(^2\) to 260 N/mm\(^2\). Keep in mind that the magnitude of both parameters in (4.1) is almost the same. This shows that the experiment (whether optimized or not) yields a higher precision for the second Lamé parameter \(\mu\).

This observation remains true for the single-parameter identification experiments. As can be seen from the second and third rows and Table 4.2, the radius of the confidence interval for \(\mu\) with optimized specimen is of order 25 N/mm\(^2\) and thus much smaller than the respective radius for \(\lambda\), which is 150 N/mm\(^2\).
5 CONCLUSIONS AND OUTLOOK

In this paper we consider the shape of a specimen as an experimental condition in optimum experimental design (OED) problems for linear PDE models. We are aware of only one contribution Logashenko et al., 2001 where this idea has appeared previously in the literature. Our emphasis was to advance this problem class, to derive the Eulerian derivative for a typical OED objective and a meaningful experiment, and to demonstrate that shape optimization has the potential to improve the accuracy of parameter identification tasks. From the practical point of view our model problem is rather elementary and the identification of Lamé parameters is well understood by practitioners. Nevertheless the shape optimization of specimens leads to interesting results, even though the effort of obtaining the formula for the Eulerian derivative is not negligible.

Many extensions of the considered problem come to mind, motivated by practical considerations or mathematical aspects. One may consider, for instance, different types of measurements such as strain gauges, or based on image correlation. The positions of the measurement regions or strain gauges may be optimized as well, along with the tension forces. In place of our stress-driven experiment, one might consider a strain-driven model where the displacement of the boundary is prescribed. So far we assumed the variance of each measurement to be constant. As discussed in Section 4.3, this gave rise to thinned geometries (see Figures 4.5 and 4.6). In practice, the measurement variance may be constant relative to the size of the quantity measured. Taking this into consideration would lead to additional nonlinear dependencies in the objective, and in the Eulerian derivative.

As is usual in nonlinear parameter estimation problems, the optimal experiment depends on the value of the unknown parameter. In our setting, optimized shapes depend on the value of $(\lambda, \mu)$. This paradox can be resolved by considering multiple, sequentially designed experiments which take into account intermediate updates of the unknown parameter. Alternatively one may formulate an optimum experimental design problem which is robust in the value of the parameter. Both approaches can be applied when the shape is used as an experimental condition, but this is outside the scope of this paper.

The criteria (2.17) commonly used in OED problems refer to the size of the confidence ellipsoid in absolute terms. When the parameters are vastly different in size, this may be inappropriate since the optimization will target mostly the confidence of the parameter subvector of largest magnitude. Hence a scaling of the parameters should be introduced.

An extension to 3D geometries with measurements on the boundary of the specimen may offer further potential for optimization due to an increased complexity of possible shapes. However symmetries dictated by the experimental equipment must be taken into account. And finally we expect that nonlinear material laws such as those arising in large-deformation elasticity, or inelasticity, offer a significantly higher potential for
OED techniques since in this realm meaningful experiments can be intricate and less obvious to practitioners. The techniques developed in this paper can be extended to such nonlinear PDEs models. This will incur, besides analytical challenges, further dependencies in the forward, sensitivity and adjoint equations. The details are left for future research.
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