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1 Summary

We present an efficient numerical method for the simulation of transient electromagnetic fields resulting

from magnetic and electric dipole sources in three dimensions.

The method we propose is based on the Fourier synthesis of frequency domain solutions at a sufficient

number of discrete frequencies obtained using a finite element (FE) approximation of the damped vector

wave equation, which results after Fourier transforming Maxwell’s equations in time. We assume the

solution to be required only at a few points in the computational domain, whose number is small relative

to the number of FE degrees of freedom. The mapping which assigns to each frequency the FE ap-

proximation at the points of interest is a vector-valued rational function known as the transfer function.

Its evaluation is approximated using Krylov subspace projection, a standard model reduction technique.

Computationally, this requires the FE discretization at one reference frequency and the generation of a

sufficiently large Krylov subspace associated with the reference frequency. Once a basis of this subspace

is available, a sufficiently accurate rational approximation of the transfer function can be evaluated at the

remaining frequencies at negligible cost. These partial frequency domain solutions are then synthesized

to the time evolution at the points of interest using a fast Hankel transform.

To test the algorithm, responses have been calculated for a three-layered earth and compared with results

obtained analytically. We observe a maximum deviation of less than 2 percent in the case of transient

EM modelling. We emphasize the usability of our approach by an example of a controlled-source marine

electromagnetic application.

A first implementation of our new numerical algorithm already gives very good results using much

less computational time compared with time stepping methods and comparable times and somewhat
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improved accuracy compared with the Spectral Lanczos Decomposition Method (SLDM).

Keywords: Transient electromagnetic modelling, Krylov projection methods

2 Introduction

The transient electromagnetic (TEM) method has become one of the standard applications in geo-

electromagnetism and is now widely used, e.g., for exploration of groundwater and mineral resources.

The numerical computation of transient electromagnetic fields is of particular interest in applied geo-

physics. First introduced by Yee (1966), the finite difference time domain (FDTD) technique has been

widely used to simulate the transient fields in 2D and 3D engineering applications by time stepping

(Taflove, 1995). In geophysics, first attempts to numerically simulate transients were made by Goldman

and Stoyer (1983) for axially-symmetric conductivity structures using implicit time-stepping. Wang

and Hohmann (1993) have developed an explicit FDTD method in 3D based on Du Fort-Frankel time-

stepping.

Generally, explicit time stepping algorithms require small time steps to guarantee numerical stability.

For the simulation of late-time responses their computational cost must therefore be regarded as very

high. Several attempts have been made to reduce the numerical effort, e.g., by a special treatment of the

air-earth interface to circumvent excessively small time steps due to the extremely low conductivity of

the air layer (Oristaglio & Hohmann, 1984; Wang & Hohmann, 1993).

For FDTD methods, it thus seems that acceptable computing times can only be achieved by paralleliza-

tion using computer clusters (Commer & Newman, 2004).

An alternative approach was introduced by Druskin and Knizhnerman (1988) and has since been known

as the Spectral Lanczos Decomposition Method (SLDM). This method uses a 3D finite difference (FD)

approximation of Maxwell’s equations, which are cast into a system of ordinary differential equations.

The solution of the latter is formulated as a multiplication of a matrix exponential and a vector of initial

values. Numerical evidence indicates that the convergence of the SLDM depends mainly on the conduc-

tivity contrasts within the model. To improve convergence, the FD grids have to be refined near jumps

of electrical conductivity within the discretized region. However, the FD tensor product grids further

increase the number of unknowns even in regions where densely sampled solutions are not of particular

interest, e.g. at greater depths.

We note, however, that the time-stepping technique that is inherent to SLDM can be combined with other
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spatial discretizations.

Everett and Edwards (1993) have published a finite element (FE) discretization for the solution of a 2.5-

D problem with subsequent Laplace transform of the response of electric dipoles located on the sea floor.

A FE solution of geo-electromagnetic problems for 2D sources using isoparametric quadratic elements

has been introduced by Mitsuhata (2000) with respect to frequency domain modelling of dipole sources

over undulating surfaces.

The approach of modelling in the frequency domain with subsequent transformation into the time domain

was proposed by Newman et al. (1986), who used a 3D integral equation method to provide the responses

for typically 20 to 40 frequencies, which are transformed into the time domain using a digital filtering

technique (Anderson, 1979). However, the time domain results displayed deviations from reference

solutions at late times due to the limited accuracy of the 3D responses.

Sugeng et al. (1993) have computed the step response solutions for 31 frequencies over a range between

1 and 1000 kHz using isoparametric finite elements. The authors report small deviations in the late time

response.

Jin et al. (1999) have developed a frequency-domain and time-domain FE solution using SLDM for a

small bandwidth of frequencies and very short times, respectively.

This paper introduces a method based on a FE discretization in the frequency domain. We avoid the

heavy computational expense associated with solving a full 3D problem for each of many frequencies

by a model reduction approach. The point of departure is that the transients, which are synthesized from

the frequency domain solutions, are required only at a small number of receiver locations. The synthesis

of the transients at these locations therefore requires only frequency domain solutions at these points.

After discretization in space, the frequency domain solution values at the receiver points are rational

functions of frequency. Using the model reduction technique of Krylov subspace projection (cf. (An-

toulas, 2005)) it is possible to approximate this function, known as the transfer function in linear systems

theory, by rational functions of lower order. Computationally, the discretized frequency-domain problem

for a suitably chosen reference frequency is projected onto a Krylov subspace of low dimension, yield-

ing the desired approximation of the transfer function in terms of quantities generated in the Arnoldi

process, which is used to construct an orthonormal basis of the Krylov subspace. This approximation,

the evaluation of which incurs only negligible cost, is then used for all the other frequencies needed

for the synthesis. While more difficult model reduction problems such as those arising in semiconduc-

tor device simulation require repeating this process at several reference frequencies across the spectral
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bandwidth of interest, our experience has shown the time evolution of the electromagnetic fields after a

current shut-off to be a very benign problem for which one reference frequency suffices. After obtaining

frequency-domain approximations at the receiver locations for all required frequencies in this way, the

associated transients are synthesized using a fast Hankel transform (cf. (Newman et al., 1986)). The re-

sulting algorithm thus has as its main expense the FE solution at the reference frequency and the Arnoldi

process to construct the Krylov space. Since each Arnoldi step requires the solution of a linear system

with the coefficient matrix associated with the reference frequency problem, we generate a sparse LU

factorization of this matrix, which we found feasible for problem sizes of up to around 250,000 using

the PARDISO software of Schenk and Gärtner (2004). For much larger problems the linear systems can

instead be solved iteratively. Our computational experiments demonstrate that the proposed method can,

as an example, compute transients at several receiver locations based on a discretization with 100,000

degrees of freedom in roughly 5 minutes wall clock time on current desktop hardware.

We note that solutions to such multiple-frequency partial-field problems have been published by Wagner

et al. (2003) in the context of an acoustic fluid-structure interaction problem.

Without loss of generality, we restrict our 2D and 3D numerical experiments to a simple 1D conductivity

structure. For such conductivity models, analytical solutions are readily available.

We complete the model studies with a problem set arising from marine controlled source electromagnetic

applications as described by Edwards (2005).

3 Theoretical background

The behaviour of the transient electromagnetic fields after a source current shut-off is described by an

initial boundary value problem for Maxwell’s equations in quasi-static approximation

∇× h− σe = je, (1a)

∂tb +∇× e = 0, (1b)

∇· b = 0, (1c)

where we denote by e(r, t) the electric field, h(r, t) the magnetic field, b(r, t) = µh(r, t) the magnetic

flux density, µ(r) is the magnetic permeability, and je(r, t) external source current density, respectively.

The spatial variable r is restricted to a computational domain Ω ⊂ R3 bounded by an artificial boundary

Γ, along which appropriate boundary conditions on the tangential components of the fields are imposed,
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whereas t ∈ R. The forcing results from a known stationary transmitter source with a driving current

which is shut off at time t = 0, and hence of the form

je(r, t) = q(r)H(−t) (2)

with the vector field q denoting the spatial current pattern and H the Heaviside step function. The

Earth’s electrical conductivity is denoted by the parameter σ(r). We assume negligible coupling between

displacement currents and induced magnetic fields, which is valid at late times after current shut-off.

After eliminating b from (1) we obtain the second order partial differential equation

∇× (µ−1∇× e) + ∂t σe = −∂t j
e in Ω (3a)

for the electric field, which we complete with the perfect conductor boundary condition

n× e = 0 on Γ, (3b)

at the outer walls of the model. It should be noted that by doing so, the electric fields at the boundary Γ

no longer depend on time t. Switching to the frequency domain, we introduce the Fourier transform pair

e(t) =
1

2π

∞∫
−∞

E(ω) e
iωt

dω =: (F−1E)(t), (4)

E(ω) =

∞∫
−∞

e(t) e
−iωt

dt = (Fe)(ω), (5)

ω denoting angular frequency. The representation (4) can be interpreted as a synthesis of the electric field

e(t) from weighted time-harmonic electric partial waves E(ω), whereas (5) determines the frequency

content of the time-dependent electric field e. We thus obtain the transformed version

∇× (µ−1∇×E) + iωσE = q in Ω, (6a)

n×E = 0 on Γ, (6b)

of (3a) and (3b) provided that solutions exist for all frequencies ω ∈ R. In (6a) we have used the fact that,

for the time-dependence e
iωt differentiation with respect to the time variable t becomes multiplication

with iω in the transformed equations as well as the formal identity F (H(−t)) = −1/(iω), which

recflects the fact that the step response due to a current shut-off in a transmitter source is related to an

impulsive source by a time derivative ∂tH(t) = δ(t), where δ denotes the Dirac impulse, and F (δ) ≡ 1.
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For a given number of discrete frequencies, the Fourier representation (4) of the solution e of (3) can be

utilized to construct an approximate solution in the time domain by a Fourier synthesis. Causality of the

field in the time domain allows for a representation of the solution in terms of a sine or cosine transform

of the real or imaginary part of E, resp. (Newman et al., 1986):

e(t) =
2

π

∞∫
0

Re(E)
sin ωt

ω
dω =

2

π

∞∫
0

Im(E)
cos ωt

ω
dω. (7)

In practice, the infinite range of integration is restricted to a finite range and the resulting integrals are

evaluated by a Fast Hankel Transform (Johansen & Sorensen, 1979). For the problems addressed here,

solutions for 80 to 150 frequencies distributed over a broad spectral bandwidth with f ∈ [10−2, 109] Hz

are required to maintain the desired accuracy.

4 Finite element discretization in space

For the solution of boundary value problems in geophysics, especially for geo-electromagnetic applica-

tions, finite difference methods have mainly been utilized due to their low implementation effort. How-

ever, finite element methods offer many advantages. Using triangular or tetrahedral elements to mesh

a computational domain allows for greater flexibility in the parametrization of conductivity structures

without the need for staircasing at curved boundaries, such as arise with terrain or sea-floor topography.

In addition, there is a mature FE convergence theory for electromagnetic applications (Monk, 2003).

Finally, FE methods are much more suitable for adaptive mesh refinement, adding yet further to their

efficiency.

For the construction of a FE approximation, we first express the boundary value problem (6) in varia-

tional or weak form (Monk, 2003). The weak form requires the equality of both sides of (6a) in the inner

product sense only. The L2(Ω) inner product of two complex vector fields u and v is defined as

(u, v) =

∫
Ω

u · v̄ dV (8)

with v̄ denoting the complex conjugate of v. Taking the inner product of (6a) with the smooth vector

field ϕϕϕ—called the test function—and integrating over Ω, we obtain after an integration by parts∫
Ω

[
(µ−1∇×E) · (∇× ϕ̄ϕϕ) + iωσE · ϕ̄ϕϕ

]
dV−

∫
Γ

(n× ϕ̄ϕϕ)·(µ−1∇×E) dA =

∫
Ω

q · ϕ̄ϕϕ dV . (9)
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On Γ, the perfect conductor boundary condition (6b) gives no information about (µ−1∇× E), so we

eliminate this integral by choosing ϕϕϕ such that n×ϕϕϕ = 0 on Γ.

Introducing the solution space

E := {v ∈ H(curl; Ω) : n× v = 0 on Γ} ,

in terms of the Sobolev space H(curl; Ω) = {v ∈ L2(Ω)3 : ∇× v ∈ L2(Ω)3}, the weak form of the

boundary value problem finally reads

Find E ∈ E such that∫
Ω

[
(µ−1∇×E) · ∇× v̄ + iωσE · v̄

]
dV =

∫
Ω

q · v̄ dV for all v ∈ E .
(10)

Due to the homogeneous boundary condition (6b) the trial and test functions can be chosen from the

same space E .

To construct a FE solution of the boundary value problem (6) the domain Ω is partitioned into simple ge-

ometrical subdomains, e.g. triangles for two-dimensional or tetrahedra for three-dimensional problems,

such that

Ω =
Ne⋃
e=1

Ωe. (11)

The infinite-dimensional function space E is approximated by a finite dimensional function space E h ⊂

E of elementwise polynomial functions satisfying the homogeneous boundary condition (6b).

The approximate electric field Eh ≈ E is defined as the solution of the discrete variational problem

obtained by replacing E by E h in (10) (cf. Monk (2003)).

To obtain the matrix form of (10), we express Eh as a linear combination of basis functions {ϕϕϕi}N
i=1 of

E h, i.e.

E(r) =
N∑

i=1

Ei ϕϕϕi(r). (12)

Testing against all functions in E h is equivalent to testing against all basis functions ϕϕϕj, j = 1, . . . , N .

Taking the j-th basis function as the test function and inserting (12) into (10) yields the j-th row of a

linear system of equations

(K + iωM)u = f (13)
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for the unknown coefficients Ei = [u]i, i = 1, . . . , N , where

[K]j,i =

∫
Ω

(µ−1∇×ϕϕϕi) · ∇× ϕ̄ϕϕj dV, (14)

[M]j,i =

∫
Ω

σϕϕϕi · ϕ̄ϕϕj dV, (15)

[f]j =

∫
Ω

q · ϕ̄ϕϕj dV . (16)

The matrices K and M, known as stiffness and mass matrix, respectively, in finite element parlance, are

large and sparse and, since µ and σ are real-valued quantities in the problem under consideration, consist

of real entries.

For a given source vector f determined by the right-hand side of (6a), the solution vector u ∈ CN yields

the approximation Eh of the electric field E we wish to determine.

5 Model reduction

Our goal is the efficient computation of the finite element approximation Eh in a subset of the compu-

tational domain Ω. To this end, we fix a subset of p � N components of the solution vetor u to be

computed. These correspond to p coefficients in the finite element basis expansion (12), and thus, in

the lowest-order Nédélec spaces we have employed, directly to components of the approximate electric

field Eh in the direction of selected edges of the mesh. We introduce the discrete extension operator

E ∈ RN×p defined as

[Ei,j] =

1, if the j-th coefficient to be computed has global index i,

0, otherwise.

Multiplication of a coefficient vector v ∈ CN with respect to the finite element basis by E> then extracts

the p desired components, yielding the reduced vector E>v ∈ Cp containing the field values at the points

of interest.

For the solution u, this reduced vector, as a function of frequency, thus takes the form

t = t(ω) = E>(K + iωM)−1f ∈ Cp. (17)

The vector-valued function t(ω) in equation (17) assigns, for each frequency ω, the output values of

interest to the source (input) data represented by the right-hand-side vector f .
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Computing t(ω) for a given number of frequencies ωj ∈ [ωmin, ωmax], j = 1, . . . , Nf , by solving Nf

full systems and then extracting the p desired components from each is computationally expensive, if not

prohibitive, for large N . This situation is similar to that of linear systems theory, where the function t is

known as a transfer function and the objective is to approximate t based on a model with significantly

fewer degrees of freedom than N , hence the term model reduction.

To employ model reduction techniques, we proceed by fixing a reference frequency ω0 and rewriting

(17) as

t = t(s) = E>[A0 − sM]−1f, A0 := K + iω0M, (18)

where we have also introduced the (purely imaginary) shift parameter s = s(ω) := i(ω0 − ω). Setting

further L := E ∈ RN×p, r := A−1
0 f ∈ CN , and A := A−1

0 M ∈ CN×N , the transfer function becomes

t(s) = L>(I− sA)−1r. (19)

The transfer function is a rational function of s (and hence of ω), and a large class of model reduction

methods consist of finding lower order rational approximations to t(s). The method we shall propose

constructs a Padé-type approximation with respect to the expansion point ω0, i.e., s = 0. The standard

approach (Gragg & Lindquist, 1983; Freund, 2003; Antoulas, 2005) for computing such approximations

in a numerically stable way is by Krylov subspace projection. For simplicity, we shall consider an

orthogonal projection onto a Krylov space based on Arnoldi’s method.

Given a matrix C and a nonzero initial vector x, the Arnoldi process successively generates orthonormal

basis vectors of the nested sequence

Km(C, x) := span{x,Cx, . . . ,Cm−1x}, m = 1, 2, . . .

of Krylov spaces generated by C and x, which are subspaces of dimension m up until m reaches a unique

index L, called the grade of C with respect to x, after which these spaces become stationary. In particular,

choosing C = A and x = r, m steps of the Arnoldi process result in the Arnoldi decomposition

AVm = VmHm + ηm+1,mvm+1e
>
m, r = βv1, (20)

in which the columns of Vm ∈ CN×m form an orthonormal basis of Km(A, r), Hm ∈ Cm×m is an

unreduced upper Hessenberg matrix, vm+1 is a unit vector orthogonal to Km(A, r) and em denotes the

m-th unit coordinate vector in Cm. In particular, we have the relation Hm = V>mAVm. Using the

orthonormal basis Vm, we may project the vector r as well as the columns of L in (19) orthogonally onto
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Km(A.r) and replace the matrix I− sA by its compression V>m(I− sA)Vm onto Km(A, r), yielding the

approximate transfer function

tm(s) := (V>mL)>[V>m(I− sA)Vm]−1(V>mr) = L>m(Im − sHm)−1βe1,

where we have set Lm := V>mL and used the properties of the quantities in (20) stated above.

Given the task of evaluating the transfer function (17) for Nf frequencies ωj ∈ [ωmin, ωmax], our model

reduction approach now proceeds as detailed in Algorithm 1.

Algorithm 1: Model reduction for TEM in the frequency domain.
Select a reference frequency ω0

Set A0 := K + iω0M, A := A−1
0 M and r := A−1

0 f

Perform m steps of the Arnoldi process yielding decomposition (20)

for j = 1, 2, . . . , Nf do
Set sj := ω − ωj

Evaluate approximate transfer function tm(sj)

Note that computations with large system matrices and vectors with the full number N of degrees of

freedom are required only in the Arnoldi process, after which the loop across the target frequencies

takes place in a subspace of much smaller dimension m � N . As a consequence, the work required

in the latter is almost negligible in comparison. The most expensive step of the Arnoldi process is the

matrix-vector multiplication with the matrix A0. Currently, we compute an LU factorization of A0 in a

preprocessing step and use the factors to compute the product with two triangular solves.

We note that current Krylov subspace-based model reduction techniques employ more refined subspace

generation techniques, in particular block algorithms to take into account all columns of L in the sub-

space generation as well as two-sided Lanczos (Feldmann & Freund, 1994) and Arnoldi (Antoulas, 2005)

methods to increase the approximation order of the transfer function. We intend to evaluate these refine-

ments for the present TEM application in future work. However, we have been able to obtain surprisingly

good results usung this very basic method. A further enhancement is replacing the LU factorization of

A0 with an inner iteration once the former is no longer feasible due to memory constraints.
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6 Numerical examples

To validate of our approach we consider as a model problem a vertical magnetic dipole over a layered

halfspace. The reason for this choice is twofold: First, an analytical solution is available for direct

comparison with the numerical approximation. Second, the huge conductivity contrast due to including

the air layer in the computational domain presents a severe challenge for realistic simulations. Besides

comparison with the analytical solution we also check our solution against one obtained by the Spectral

Lanczos Decomposition Method.

The FE discretization was carried out using the Electromagnetics Module of the COMSOL Multiphysics

package, where we have used second order Lagrange elements on triangles in the 2D calculations and

second-order Nédélec elements on tetrahedra for 3D. The sparse LU decomposition required in our

algorithm as well as the triangular solves based on this decomposition are performed using the PARDISO

software of Schenk and Gärtner (2004, 2006). Our own code is written in MATLAB, from where the

appropriate COMSOL and PARDISO components are called. All computations were carried out on a

3.0 GHz Intel Xeon 5160 with 16 GB RAM running Suse Linux 10.1.

6.1 The 2D axisymmetric case

We begin our numerical experiments with a 2D axisymmetric study in order to demonstrate the interplay

of the three main discretization parameters: mesh resolution, size of the computational domain and the

dimension of the Krylov subspace used for the frequency sweep. The FE discretization contains two

sources of error: one arising from the usual dependence of the error on the mesh width, i.e., resolution,

the other arising from imposing a non-exact boundary condition at the non-symmetry boundaries. As

we are modelling a diffusion process, the error due to the boundary condition decreases rapidly with the

size of the computational domain. An efficient discretization should balance these two types of error,

i.e., the domain size and mesh width should be chosen such that these two errors are of comparable

magnitude. The third relevant parameter, the dimension of the Krylov space, determines the size of the

reduced model, and should be large enough to provide a sufficiently good approximation of the transfer

function so that the time-domain solution is sufficiently accurate.

We consider the fields of a vertical magnetic dipole over an axially-symmetric conductivity structure.

The dipole is aligned with the z-axis of a cylindrical coordinate system and is approximated by a finite

circular coil with a radius of 5 m. Due to the symmetry of the problem, we may restrict the computational
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domain to the r − z-plane of the coordinate system thus resulting in a purely 2D problem.

The conductivity structure we consider consists of a 30 m thick 30 Ω ·m layer at a depth of 100 m

embedded in a uniform halfspace of 100 Ω·m (cf. Fig. 1). For the FE discretization, second-order (node

based) Lagrange elements were used to compute the tangential component of the electric field in the

frequency domain. The reference frequency was 1000 Hz. For the analytical reference solution we

employ the quasistatic approximation of Ward and Hohmann (1988), from which we obtain the time-

domain solution via a Hankel transform. Note that the quasistatic approximation deteriorates at high

frequencies. The numerical results obtained by the Arnoldi model reduction method are compared with

the analytical 1D model results.

To demonstrate the influence of the computational domain size and the number of triangles involved,

we choose different geometries. Three horizontal model sizes of ±600 (model 1), ±1200 (model 2),

and ±2400 meters (model 3) are considered. Fig. 2 shows the discretized conductivity region for these

three domain sizes. The small elements in the vicinity of the transmitter coil result from three successive

adaptive mesh refinement steps of COMSOL’s default a posteriori error estimator, in which the mesh

refinement is performed by remeshing. The FE spaces based on these three meshes contained 11,227

(model 1), 7,850 (model 2) and 29,358 (model 3) degrees of freedom, respectively.

Furthermore, by specifying the maximum number of new triangles generated in each adaptive cycle, we

introduce a rough upper bound of the final mesh resolution.

The resulting transfer functions and transient electric fields on the air-earth interface at 100 meters dis-

tance from the dipole location are depicted in Fig. 3. For a Krylov subspace of dimension m = 60 we

observe a substantial error in the high frequencies, which is significantly reduced in the case m = 200.

However, this error does not affect the transient field at the corresponding short times (cf. Fig. 3, right),

where the agreement with the analytical solution is equally good in all cases. The reason for this is that,

when the Hankel transform is carried out to synthesize the transient field, the high-frequency values of

the transfer function are damped in such a way that these errors have little effect on the solution. We

have not plotted relative errors here, since high frequencies are near the limits of validity of the analytical

reference solution.

We observe a strong dependence of the synthesized late time solution on the distance of the outer bound-

ary, where the perfect conductor boundary condition is imposed, enforcing a vanishing tangential com-

ponent of the electric field there. Since, for each frequency, we are solving a damped wave equation

in which damping increases with frequency (at fixed conductivity), the solutions at higher frequencies
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decay faster towards the outer boundary. Therefore, the effect of error due to the inexact boundary con-

dition is greatest at the lowest frequency. In the time domain, this is observed at late times, when all but

the low frequency components have decayed.

The non-exact boundary condition leads to consistency errors in the corresponding low frequency re-

sponse for which the problem is originally formulated in terms of the matrix A0. Adjusting the outer

boundaries improves the solution significantly. On the other hand, by restricting the total number of tri-

angles within the discretized region, a coarser mesh in regions where steep changes in the solutions occur

must be expected. To counteract this tendency, more Arnoldi iterations steps are necessary to obtain a

satisfactory approximation of the high frequency part of the solution.

On the left hand side in Fig. 4, we display the relative error in the transient electric field at a distance of

100 m from the source. For model 1 the error

ean(t)− em(t)

ean(t)
· 100%

with ean(t) denoting the analytical solution and em(t) the solution after m Arnoldi steps, is dominated

at late times by the effect of the boundary condition, and increasing the Krylov subspace dimension

from m = 60 to m = 200 does not result in an improvement. For models 2 and 3, by contrast, a

considerable improvement can be observed for the larger Krylov subspace, particularly for late times in

the 2400 m case. The convergence with increasing m, measured in terms of the relative error ||ean(t)−

em(t)||/||ean||, where ||·|| denotes the Euclidean norm of the transient at the receiver point for 31 discrete

time values spaced logarithmically in [10−6, 10−3], indicates that the finer mesh resolution in the case of

model 1 needs substantially fewer Arnoldi iterations than the larger models 2 and 3.

Finally, the computing time is dominated by the Arnoldi process. Once the Arnoldi basis of the Krylov

space has been computed, the sweep over the frequencies adds only negligible work. Computing time

for the sparse LU decomposition can also be neglected, which is typical for 2D problems.

6.2 The full 3D case

For the numerical experiments in 3D we use vector (Nédélec) finite elements with quadratic basis func-

tions. The FE approximation of the electric field is therefore associated with the edges of the tetrahedral

elements. The vertical magnetic transmitter dipole source is approximated by a square loop of 10 m edge

length located in the plane defined by z = 0. The electric current flowing inside the loop is associated

with edge currents attributed to the edges of those tetrahedral elements which coincide with the loop
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position. The receiver forms a square loop of 4 m edge length. It is located at z = 0 m, 100 m away

from the center of the transmitter loop. Therefore, the y-components of the electric fields are associ-

ated with the two edges perpendicular to the x-direction at x = 98 and x = 102 m, respectively. The

x-components of the electric field can be obtained at y = −2 and y = 2 m and x = 100 m. With these

four components we can numerically approximate the curl of electric fields yielding an estimate of the

voltage induced within the loop,

∂tBz = ∂yEx − ∂xEy. (21)

Fig. 5 shows a horizontal cross-section of the 3D tetrahedral mesh at z = 0. It illustrates the distri-

bution of the tetrahedral finite elements after adaptive mesh refinement. Small elements occur near the

transmitter coil, i.e., where the solution exhibits large gradients. The entire 3D mesh consists of 12,218

tetrahedra, which corresponds to 79,844 degrees of freedom. We note that second-order Nédélec ele-

ments contain six degrees of freedom per tetrahedron. The finite difference grid used with the SLDM

experiments is depicted in Fig. 6. Due to the nature of the tensor product grids used there, unnecessarily

fine grid cells occur at the outer boundaries of the discretized region.

Both meshes lead to solutions of comparable accuracy. However, compared with a solution vector of

108,000 entries for the SLDM approach, the total number of degrees of freedom is only 79, 844 for the

adaptively refined finite element discretization.

Fig. 7(a) shows the real part of the transfer function at x = 98 m for Krylov subspaces of dimension

m = 60 and m = 200. As in the 2D example, we observe that the approximation begins to deteriorate

at roughly a frequency of 106 Hz. We attribute this to the resolution of the finite element mesh, which is

less in comparison to the 2D case. Again as in the 2D example, we observe in Fig. 7(b) that the Hankel

transform in the synthesis of the time domain solution effectively damps out the errors in the transfer

function in the high frequencies, resulting in good agreement of the transient electrig field with the

analytical solution at x = 98 m for a Krylov subspace dimension of m = 200. The plots in Figure 7(c)

show that increasing the size of the Krylov space resulted in a clear improvement at early times. By

contrast, we attribute any remaining error at late simulation times to the proximity of the boundary of the

computational domain, where the perfect conductor boundary condition is imposed. This discretization

feature cannot be compensated by a larger Krylov space. Fig. 7(d) shows a similar behavior of cpu time

against the number of Arnoldi steps. The convergence is, however, less steep, what we attribute to the

lower mesh resolution in the 3D case.

We state explicitly, that the computing time required to compute the required frequency domain solutions
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by the Arnoldi based model reduction technique is essentially negligible (Fig. 8) in comparison with the

Arnoldi process itself.

Fig. 9 shows a comparison of the transient electric field at x = 98 m computed with our Arnoldi-

based model reduction approach with that produced by a competing algorithm for time-dependent TEM-

simulation, the Spectral Lanczos Decomposition Method (SLDM) of Druskin and Knizhnerman (1988).

We observe good agreement of both approximations with the analytic solution. Comparing the relative

errors of both methods, we observe a substantially larger error of the SLDM approximation especially at

early times.

Finally, Figure 10 shows the value and relative errors of ∂tbz at x = 100 m obtained by computing the

curl of the electric field approximation (cf. Eq. 21). Again we observe the large relative error of the

SLDM approximation at early simulation times.

This comparison suggests that the model reduction method seems to result in approximations which are

more accurate at early times of the transient simulation. We note that, for practical purposes, it is this

early phase where accuracy is most needed, as measurement data tends to become more uncertain later

in the process. Moreover, when considering the more important inverse TEM problem, the measured

fields in the early phase of the process are most emphasized.

6.3 Marine EM simulation

We conclude our numerical experiments with a model situation which is typical for the emerging sector

of marine controlled source electromagnetic applications. We consider an electric dipole source as a

transmitter which is laid out at the seafloor. A set of receivers measure the inline electric field components

after source current turn-on (Fig. 11).

For the numerical experiments we make use of a similar model setup. The source is now an electric

dipole which can be associated with an edge current flowing along an edge of a tetrahedron. The electric

inline components can be assessed in the same manner as in the former 3D experiment.

As an example, we consider the case of a small resistive body embedded in a good conducting environ-

ment. For late times after current turn-on, the response of the body is comparable to the case of DC

resistivity experiments. We observe an increase of late time inline electric fields particularly when the

body is in the most sensitive region of the transmitter-receiver-system (Fig. 12). For details on sensitivity

distribution for DC resistivity applications, see (Spitzer, 1998).

As an additional feature of our method, we note that identical results are obtained when transmitter and
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receiver positions are exchanged, i.e., the reciprocity relation due to the symmetry of the chosen dipole

configuration is preserved.

7 Conclusions

We have developed an effective algorithm for simulating the electromagnetic field of a transient dipole

source. Using a Krylov subspace projection technique, the system of equations arising from the FE

discretization of the time-harmonic equation is projected onto a low-dimensional subspace. The resulting

system can be solved for a wide range of frequencies with only moderate computational effort. In this

way, computing transients using a Fourier transform becomes feasible.

Numerical comparisons for a model problem have shown the model reduction method to be more accu-

rate for early simulation times, which is the more relevant phase of the process in practical applications

and inversion calculations.

We also emphasize that the FE discretization provides more flexibility with regard to the parametrization

of conductivity varations, topography, dipping layers and bathymetry. Adaptive mesh refinement, which

is essential for strongly varying gradients in the fields, as well as a posteriori error approximation, are

also much more easily handled in a finite element context.

A further advantage of the frequency domain calculations is that no initial field data are required, as is

the case for time domain simulation schemes.

Finally, we mention some possible improvements of the model reduction frequency domain method:

we have chosen the Arnoldi process for generating the Krylov subspace basis, and used a one-sided

approximation to approximate the transfer function. A better approximation with a smaller Krylov space

can be achieved using two-sided projections and more efficient Krylov subspace basis generation based

on the unsymmetric block Lanczos process. In addition, for very large 3D calculations the time and

memory cost for computing the LU decomposition of the matrix A0 can become excessive, so that

multigrid methods recently developed specifically for the curl-curl operator could replace the linear

system solves with A0 required at each step of the Krylov subspace generation. We will investigate these

enhancements in future work.
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Figure 3: Transfer function Re Eφ(f) and transient electric field eφ(t) 100 m away from the vertical
electric dipole source for model size of 600 m (a, b), 1200 m (c, d), and 2400 m (e, f). 60 and 200
Arnoldi iterations have been considered.
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Figure 4: Relative errors of the transient electric field eφ(t) for 60 and 200 Arnoldi iterations with respect
to the analytical solution (a, c, e) as well as computing time and convergence of the transient
solution for model dimension 600, 1200, and 2400 m (b, d, f).
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Figure 7: Real part of the transfer function at x = 98 m (a), transient electric field em(t) (b) for
m = 60 and m = 200 Arnoldi iteration steps, relative error of transient electric field (c), as well
as computer time and convergence (d). Reference frequency is 1000 Hz.
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and Arnoldi solutions at x = 100 m. Note that due to the sign reversal of the voltage signal at
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layer extends up to 1200 m, the seabottom extends down to -1200 m. We consider transmitter-
receiver spacings of 100 and 150 m, respectively.
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Figure 12: Inline transient electric fields ex(t) for a current turn-on. Transmitter-receiver spacing is
assumed to be 100 m (a) and 150 m (b). Indicated are the transients for various positions of the
transmitter-receiver-system midpoint x0 relative to the position of the resistive body.
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