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Abstract

In this work, we consider a class of linear ill-posed problems with operators
that map from the sequence space ¢, (r > 1) into a Banach space and in addition
satisfy a conditional stability estimate in the scale of sequence spaces ¢4, ¢ > 0.
For the regularization of such problems in the presence of deterministic noise,
we consider variational regularization with a penalty functional either of the form
Rp = || - ||p for some p > 0 or in form of the counting measure Ro = || - [|o.
The latter case guarantees sparsity of the corresponding regularized solutions. In
this framework, we present first stability and then convergence rates for suitable
a priori parameter choices. The results cover the oversmoothing situation, where
the desired solution does not belong to the domain of definition of the considered
penalty functional. The analysis of the oversmoothing case utilizes auxiliary ele-
ments that are defined by means of hard thresholding. Such technique can also be
used for post processing to guarantee sparsity.

In memory of our esteemed advisor and distinguished colleague A. K. Louis

1 Introduction

In this paper, we consider linear ill-posed problems in the scale of real sequence spaces
{ls = €5(N)}o<s<oo- As a preparation, we recall some basic details about those se-
quence spaces. In fact, we have

(o)
s\1/s
e ={u= (ur)k=1,2,... | Julls < oo}, Julls:= (Z |ur|®) / , 0 < s < o0
k=1

For s > 1, this defines a Banach space, and for 0 < s < 1 it gives a quasi-normed
space, where a generalized triangle inequality holds. We also consider the case s = 0:

bo={u= (up)k=12,.. |lJullo <oo}, [lullo:=#{k € N|uy# 0},
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where #.4 denotes the number of elements of a set .A. Thus, u € £y means u,, # 0 for
finitely many k only, i.e. u is sparse. For further reference we note that

Julle < [lulls (0<s<t < o0, uely), (D
and
L Jjull = [lullo  (u € £o)-
Below, we also make use of the interpolation inequality for sequence spaces. As a
preparation, we introduce the following functionals:
Rp(u) = llull; (p>0),  Ro(u) = [lulo. )

The interpolation inequality for sequence spaces then reads as follows: for parameters
0<p<r<a<ooandl = “_;wehave

a—

lully < Ry(w)lullZ7 (u € £). 3

This is well known for p > 0, cf. e.g., [9, Proposition 6.10] or [26, Lemma 9], and in
fact follows easily by a suitable application of Holder’s inequality. It can then easily be
extended to the case p = 0 by letting p — 0 in (3).

In this study, we also make use of the following Radon—Riesz property of £, 0 <
p < oo, also known as Kadec—Klee property. Note that in the proposition below, a
componentwise convergence formulation is utilized instead of a weak or weak* con-
vergence formulation. Our modification avoids usage of non-standard theory of dual
spaces of non-locally convex topological vector spaces £,, 0 < p < 1. Note more-
over that for bounded sequences in £,, with p > 1, componentwise convergence is
equivalent with weak convergence, cf. e.g., [21, Theorem 8.20]. In ¢; = ¢, a similar
statement holds for weak* convergence.

Proposition 1 (Radon—Riesz property). Consider for 0 < p < oo the sequence
{un}32, C £, as well as the element u € {,, and let the following two conditions be
satisfied: (a) convergence of uy, to u as n — oo holds componentwise, i.e. Uy j, — Uk
asn — oo foreach k > 1, and (b) ||up|lp — |lullp as n — oo. Then ||u, — ul|, = 0
asn — oo.

Proof. For p > 1, the statement of the proposition follows from the Radon—Riesz
property of uniformly convex spaces, cf. e.g., [2, Proposition 3.32]. For p < 1, the
statement can be verified using elementary means from calculus, since it is formulated
for £,, spaces here. The proof (which in fact works out for any 0 < p < o0) is left as
an exercise; cf. also [11, Proposition 3.6] for a similar proof technique, and also for a
result closely related to our proposition in fact. O

In what follows, we frequently make use of indices
0<p<qg<r<oo, 1<r<a<oo, (€]
so in particular the following chain of inclusions holds:
b, Cly Cl. Cl,.

The meaning of the parameters in (4) is as follows:



* The parameter p determines the stabilizing functional utilized in Tikhonov regu-
larization introduced in (8) below,

¢ the parameter q corresponds to the summability property of the entries of the
desired solution u! of equation (5) considered below, i.e. we assume ul e 4y,

* the parameter r determines the norm utilized for measuring the error, i.e. we use
|| - || here,

* and the parameter a determines the conditional stability of the linear operator
under consideration, cf. (6) below.

The present article intends to be a contribution to the theory of variational regular-
ization for linear ill-posed problems in abstract spaces, and we refer in this context for
example to the textbooks and monographs [6, 19, 24, 25]. We consider here, by using
variational regularization, stable approximate solutions to a specific class of ill-posed
linear operator equations, which attain the form

Au=v (uel,veV), Q)

where V' is a real Banach space and A : ¢, — V an injective bounded non-compact
operator with non-closed range R(A), for which the two-sided estimate

dy ulla < [|Aully < dgflulla  (u€ ) ©)

is valid for constants 0 < d; < do < oo. Evidently, (6) shows that there is a bounded
and continuously invertible linear operator B : £, — V, which is an extension of A to
£, and vice versa A is the restriction of B to ¢,.. Note that one can write A = Bo E% :
¢, — V with the embedding operator £2 : {,, — {,. *
Let
eV, |0 —uly <6, §>0, )

denote small perturbations of the right-hand side of the given equation (5). Variational
regularization aims here at minimizing the Tikhonov functional

T2 (u) = [ Au = °§ + aRy(u) ®)

over £, (1 < r < a),with0 < p < r, with exponents o > 0 and regularization
parameters a > 0. Let denote by
5

ul, = argmin {T2(u) | u € £,}
the associated regularized solution and mention that the non-negative functional 722 (u)
attains finite values if and only if u € ¢, holds.

We recall that variational approaches of type (8) with penalty functionals R, from
(2) and 0 < p < 2 are referred to in the literature as regularization with sparsity con-

straints or sparse regularization (see, e.g., [1, 3, 12, 16, 18, 23, 27]), where in particular

*In the limiting case r = a, where the operator equation (5) is well-posed, we have A = B with a closed
range R(A).
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it can be shown under weak additional assumptions that the regularized solutions u,

are indeed sparse forall 0 < p < 1.

In the following lemma, restrictions of the operator A : £, — V to spaces {5 (1 <
s < r) are denoted by A again. The same holds for uniquely determined extensions of
A to spaces £ (r < s < a).

Lemma 2. Under the assumptions stated above, we have

(a) The linear operator A is norm-to-norm continuous from €5 to V for 1 < s < q,
i.e. there are positive constants K such that || Aully < K ||ul|s Vu € £s.

(b) For 1 < s < a, the operator A : {; — V is weak-to-weak continuous, i.e. a
weakly convergent sequence u, — ug in £s implies weak convergence Au, —
Augin'V.

(c) For the non-reflexive space {1 with the predual space cg, the operator A : {1 —
V' is weak* -to-weak continuous, i.e. a weak*-convergent sequence u,, —* ug in
L1 implies weak convergence Au, — AuginV.

Proof. Item (a) is a consequence of the right inequality in (6) in combination with
(1). Since every norm-to-norm continuous linear operator mapping between Banach
spaces is also weak-to-weak continuous, this yields item (b). Finally, item (c) holds
for A = Bo &} : {1 — V with the bounded linear operator B : {, — V and the
embedding operator £ : ¢ — {,, because @ > 1. Namely, just for a > 1, the
embedding operator £§ is weak*-to-weak continuous due to [7, Lemma 9.5], because
Erek) = ¢(F) converges for k — oo weakly to zero in £,, where (%) denotes the k-th
unit sequence. Since the bounded linear operator B is also weak-to-weak continuous,
the composite operator A is weak*-to-weak continuous as required. This completes the
proof. O

1.1 Outline

The paper is organized as follows: Section 2 distinguishes in the sense of Nashed
[22] some ill-posedness types that may occur for bounded linear ill-posed problems
in Banach spaces. We consider the case of injective operators, since the focus is on
an application to sequence spaces, where such operators occur. For extended studies,
including the case of non-injective operators in Banach spaces, we refer to the recent
paper [15]. Section 3 is devoted to the well-posedness of Tikhonov regularization with
oversmoothing penalties in £, spaces. In Section 4, we introduce an appropriate a priori
parameter choice for the variational regularization (8) introduced above. In addition,
corresponding convergence rates are presented, and a post processing process is con-
sidered that yields sparse regularizers without losing any accuracy. Finally, Section 5
presents a conclusion and an outlook. We note that the focus of Section 4 is on conver-
gence analysis. In contrast, computational complexity issues are not considered in this
paper. The same applies to the sparsity-promoting features of variational regularization
utilizing penalty functionals R, for 0 < p < 1.



2 Ill-posedness types of linear operator equations in Ba-
nach spaces and a specific model scheme

In this section, we are going to apply the results of [8, Section 4], and repeat Fig-
ure 1 ibid for illustration, in order to classify our present discussion of oversmoothing
regularization in sequence spaces from the perspective of Nashed’s characterization of
ill-posedness types introduced in the seminal paper [22]. Strictly singular and non-
compact injective bounded linear operators acting between Banach spaces, will play
the most prominent role in these discussions, because such linear operators with non-
closed range cannot occur as mappings between Hilbert spaces.

2.1 General case distinctions

In the sense of [22] we have the following definition:

Definition 3. Let 7 : X — Y be an injective and bounded linear operator mapping
between the infinite dimensional Banach spaces X and Y. Then the operator equation

Ter=y (ze€X, yeY) )

is called well-posed if the range R (T') of T is a closed subset of Y. Consequently (9) is

called ill-posed if the range R(T') is not closed, i.e. R(T) # R(T)Y. In the ill-posed
case, the equation (9) is called ill-posed of type I if the range R (") contains an infinite
dimensional closed subspace, and it is called ill-posed of type II otherwise.

The diagram in Figure 1 below illustrates the different cases occurring for equa-
tion (9) in our Banach space setting. We precede an explanation with the following
definition.

Definition 4. A bounded linear operator 7' : X — Y mapping between the infinite
dimensional Banach spaces X and Y is strictly singular if its restriction to an infinite
dimensional closed subspace of X is never an isomorphism.

By definition, the operator 7' : X — Y is strictly singular if and only if the range
R(T) of T does not contain an infinite dimensional closed subspace of Y. Conse-
quently, this property of strict singularity separates the left part of Figure 1 from the
right. Not strictly singular operators 1" (left part of Figure 1) lead either to well-posed
operator equations (9) if T is continuously invertible or to equations ill-posed of type 1
if T has a non-closed range R(T"). However, bounded injective and strictly singular
linear operators 7' mapping between infinite dimensional Banach spaces (right part of
Figure 1) have always a non-closed range R(T") and lead therefore to operator equa-
tions (9) ill-posed of type II (see, e.g., [8, Prop. 4.6]). The compact operators T' form
a significant subclass for this case, which in particular fills out the right part of the
figure completely in a Hilbert space setting. Namely, a bounded injective operator 1"
mapping between infinite dimensional Hilbert spaces is strictly singular if and only
if it is compact. In Banach spaces the situation is more complex, because injective
bounded non-compact and strictly singular linear operators occur, which show that the



compact operators need not fill out the right part of the figure. Embedding operators
%l — ¢, (1 <r < a)mapping between sequence spaces with different indices
deliver suitable counterexamples.

ill-posed of type I1

well-posed

operator strictly
singular

not
of ator
o gl

operator compact

ill-posed of type I

Figure 1: Relations between strict singularity, compactness and type of ill-posedness
for equations in Banach spaces with injective bounded linear operators (cf. [8, p. 287]).

2.2 A specific model scheme adopted to sequence spaces

For generating the model scheme, we consider infinite dimensional real Banach spaces
U,V,W and injective bounded linear operators A : U — V, S : U — W as well
as B : W — V. In particular, let B be a continuously invertible operator, S a non-
compact and strictly singular operator and A = Bo.S a composition operator, which is
then evidently also non-compact and strictly singular. We consider the couple of linear

operator equations
Au=v (ueU veV) (10)

and
Bw=v (weW,veV), (11

where the latter equation (11) is well-posed, whereas the former equation (10) is ill-
posed of type Il with non-compact and strictly singular forward operator A.

We adopt this scheme to a situation introduced in Section 1 for the scale of se-
quences spaces introduced above. Let in this context 1 < r < a < oo. Moreover,
consider U := ¢,., W := {, and V as an arbitrary real Banach space. In particular,
we define S := &7 : . — {, as the embedding from /¢, to {,, which is an injective,
bounded, non-compact and strictly singular linear operator (see, e.g., [10, 17]). Then
for any prescribed continuously invertible operator B : £, — V, the operator equa-
tion (10), which is ill-posed of type 11, attains the form (5) with the bounded injective,
non-compact and strictly singular linear operator A = Bo EF : 4, = V.

3  Well-posedness

In this section, we discuss the existence and stability of minimizers u’, to the Tikhonov
functional (8), where we refer in this context to the blueprints from [7, 14] and [24,



25]. In particular, we distinguish for the sketch of a proof the three cases as there are
(@) :r>1with0<p<r; (it):0<p<1=r;and (i) :p = 0 of occurring
penalty functionals R.

Proposition 5. Let 0 < p < r be fixed. Then there exists for all o > 0 and v° €
V' a regularized solution ug € {,, minimizing the Tikhonov functional (8) over ¢,
ie. TS(ud) = infyep, TS(u). Moreover, every minimizing sequence {u,}>, C £,
such that 1im,, o TS (un) = TS (ud) has a subsequence {un, }32, that converges
strongly in £, as k — oo to a minimizer of the Tikhonov functional T?.

Remark 6. As a consequence Proposition 5 the regularized solutions ug are stable (in

the respective weak or weak™ sense) with respect to small perturbations in the norm of
V for the data v® € V.

Sketch of a proof of Proposition 5. To prove the proposition we follow the lines of Sec-
tion 4.1.1 from [25]. In particular, we have to prove with respect to the basis space ;.
some stabilizing property of the penalty functional R, (u) = |[ul} for p > 0 and the
weak (or weak* ) lower semi-continuity of the Tikhonov functional T:. For p = 0, the
discussion is a bit more complex.

(1) Forr > 1, 0 < p < r, the stabilizing property means that the sublevel sets
Le = {u € £, | ||u|} < c} are bounded and therefore relatively weakly compact
subsets of ¢, for all constants ¢ > 0. Because of (1) and p < r implying that
L. C{u €| ||u||P < c}, this is the case. Moreover, the penalty functional R,
is here weakly lower semi-continuous with respect to ¢,.. This is also the case for
the misfit functional || A - —v?||$ as a consequence of item (b) from Lemma 2
and because norm functionals are always weakly lower semi-continuous. Then
the Tikhonov functional T2 is everywhere weakly lower semi-continuous with
respect to £,.. Then minimizers uJ, always exist and are stable. In addition, for
each minimizing sequence {u,,}3°; C ¢, with u, — u® as n — oo weakly
in ¢, we necessarily do have ||uy |, — [|uS ||y, cf. [25, Proposition 4.2] or [24,
Theorem 3.23]. The Radon—Riesz property of £, cf. Proposition 1, then implies
|un — ud|l, — 0, and thus |ju, — uS |, — 0asn — oc.

(ii) In the case 0 < p < 1 = r, for the space ¢; (with the predual space cy) the
weak topology has to be replaced by the weak*-topology. Then the sublevel sets
L. are again bounded subsets of ¢,, = ¢; for all ¢ > 0 and due to the Banach—
Alaoglu theorem relatively weak® compact subsets of this space. This yields
the stabilizing property of the penalty here. The weak*-lower semi-continuity
of the Tikhonov functional follows from item (c) of Lemma 2 by taking into
account that the norm || - ||y is a weakly lower semi-continuous functional on the
Banach space V' and that moreover R,, is weak*-lower semi-continuous on ¢*.
Strong convergence ||u,, —ud||; — 0 now follows similar to the case (i). For the
situations of 0 < p < 1 see also the remarks of [12, p. 385].

(iii) For p = 0, we cannot apply (1), but we can extend [28, Lemma 2.1] as follows:

Lemma 7. Let {u, }>2; C ¢y be a sequence weakly convergent in £, to ug € ¢,
such there exists a finite upper bound for {||u,||o}oZ,. Then we have ug € £y
and ||upllo < liminf,, oo ||ten||o-



Proof. After transition to an appropriate subsequence, if necessary and thus
without loss of generality, we may assume that ||u,|lo = m € N holds for
n > ng. If |lugllo > m + 1 would hold, then for some finite set X C N with
#K = m + 1 we have ug, # 0 for each k € K. The weak convergence of
u,, then implies that, for some ny > ng, we have u,, ; # 0 for k¥ € K and thus
||unllo = m+ 1 for n > ny. This is a contradiction, thus [[ug|lo < m holds. O

Below we show that there exist minimizing sequences {u,, } 72, to the functional
T? with penalty Ro(u) = ||ul|o that are weakly converging to ug in £, and are
bounded in ¢j. As a consequence of Lemma 7 in combination with the weak-to-
weak continuity of A : ¢, — V, we then have uy € £y, and wug is a minimizer
of T. This is also the case for any other limits of convergent subsequences of
{u,}22 ;. Now any minimizing sequence {u,, }°2, to T with penalty Ro(u) =
|lu||o satisfies for some K; > 0 the inequality |lu,|o < K; forall n € N and
is therefore bounded in £5. Moreover, for any u' € ¢, with [[Au’ — 9|y < 6
we have some constant K5 > 0 such that the minimizing sequence {u,}22
to T2 with penalty Ro(u) = |lul|o satisfies ||Au, — Aul||$ + a||unllo < Ko
(see also for discussions [14, Section 3]). Then the left estimate of (6) gives
| — ulq < Kzl/g/dl for all n € N. Hence {u,}52, is bounded in ¢, and
has therefore some subsequence that is weakly convergent in ¢, to some element
ug € {y. For the verification of strong convergence in ¢,, we consider any
minimizing sequence {u, }7>; C £y converging componentwise to a Tikhonov
minimizer u € £o. Then ||u,|lo — ||ud|lo (cf. item (i) for references) and thus
|tnllo = ||ud||o for n large enough. We are thus in a finite-dimensional setting,
$0 [|un — ud ||, — 0 asn — oo for any p > 0.

O

4 A priori parameter choice

In this section, we investigate the regularization properties of the variational regular-
ization (8), i.e. we present convergence rates results for a suitable a priori parameter
choice strategy.

As a preparation, we consider the following non-negative real numbers,

a r— — a
p=f.d g, P (12)
r oa—gq a—gq

where the utilized parameters are introduced in (4). The numbers 7; and 7, correspond
to the convergence rate and the conditional stability rate obtained for our setting as
0 — 0, cf. the following theorem for the details. As a further preparation, we introduce
the following a priori parameter choice,

as = 67T >0, (13)

which turns out to be suitable for our setting.



We are now in a position to present our main result on the regularization properties
of variational regularization (8).

Theorem 8. Let conditions (4)—(7) be satisfied. An a priori parameter choice o = a5
of the form (13) gives

[ul, —ul|, = O0@©E™), Rp(ud,)=0(""7) asd—0, (14)
where the real numbers vy, and o are given by (12). In addition, ug € {,, denotes a

minimizer of the Tikhonov functional (8), and the sought-after solution of equation (5)
satisfies ut € .

The case ¢ < p means oversmoothing, and the proof utilizes auxiliaries then. Those
auxiliaries are generated by hard thresholding; details are given in the following sec-
tion. The proof of the theorem is then presented in Section 4.3 below. We proceed with
some important comments on the theorem and an example.

Remark 9.

1. We have linear convergence in (14) with 4; = 1 for ¢ = 0 when u! is sparse,
and moreover in the limiting case » = a when the problem is well-posed.

2. The convergence rate ~y; in (14) is independent of p, so the particular choice of
the stabilizing functional has no impact on the rate of convergence.

3. The second statement in (14) is a conditional stability estimate. It is of particular
. L
interest for the case p = 0 and means then ||ul, ||o = O(6#-7) as § — 0. The
latter estimate provides information on the number of non-vanishing entries of

the computed approximations.

Example 10. Consider the special case r = 2, i.e. we have A : {5 — V. Let ut e Ly,
where 1 < ¢ < 2 is conjugate to the parameter a > 2, this is, % +% = 1. We then have
71 = %, i.e. Theorem 8 yields [[u, — uf|]s = O(6'/2) as § — 0. This convergence
rate is reasonable, since the range of the adjoint A* : V* — /5 of the operator A
satisfies R(A*) = ¢,. The latter identity follows easily from the decomposition A =
Bo&§ gy — V, cf. Section 2.2, in addition with the following two facts: the adjoint
operator B* : V' — {, is onto since the continuation B : ¢, — V of the operator A
has a bounded inverse on its range R(B), and moreover the adjoint (£5)* : £, — {2
of the embedding operator £§ : /o — ¢, is again an embedding operator. Note that
our convergence result is an improvement over [13, Proposition 11] with respect to the
smoothness assumption on the solution «. Finally, note that our convergence result
holds for any penalty functional R, with 0 < p < gq.

4.1 Hard thresholding

Below, we consider hard thresholding, which turns out to be an important tool for
Tikhonov regularization in sequence spaces when oversmoothing or post processing is



involved. Let 5 > 0 be a threshold level. For any infinite sequence u = (uy, ), >1, hard
thresholding Hg(u) defines an infinite sequence as follows:

un i Juy| > B,

Hy(u), = { 0 othorwise. n=12,.... (15)

Hard thresholding satisfies an approximation property as well as an inverse property:
Proposition 11. Forany 0 < p < q < 7 with T > 1, we have
1Hp(u) = ull7 < Ry(u)87%,  Ry(Hp(u)) < Ry(u)3~977), >0, uely
Proof. Both estimates are easily obtained:
1Ha(w) = ull; = D7 Junl” < (D0 Jual?) 8771 < Ry(w)s™ 7,
lun|<B lun|<B

RP(Hﬁ(u)) = Z ‘un|p < ( Z |un|q)6*(q*p) < Rq(u)ﬁ*(qu).

lun|>B lun|>8

Note that the proof applies also to the cases p = 0 and ¢ = 0. 0

The two estimates of the proposition may be considered as Jackson- and Bernstein-
type inequality, respectively. Similar estimates are considered in [20, Lemmas 9 and
12], [4, Section 5.1] and [5, Section 7.8].

4.2 The basic steps

In what follows, we shall make frequent use of auxiliary elements, i.e.
o = Hy(oy(ul), with 8= B(a) == oY, N:=(a—q)o+(q—pla, (16)

where the parameter « corresponds to variational regularization considered in (8). As
an immediate consequence of Proposition 11, we have the following approximation
and stability property, respectively:

[t —ul |7 < T DYNR (ul),  Ry(la) < o 'Re(ul) (a>0),  (17)
where 0 < p < ¢ < 7 with 7 > 1, and the exponent 0 < x < 1 is given by

) = %0, (18)

with IV taken from (16). The first estimate in (17) is applied below both for 7 = a and
T=r.

The following proposition provides an upper bound for the minimum of the Tikhonov
functional and turns out as a basic ingredient in our analysis.

Proposition 12. We have
TS (ud) < c(a” 4+ 6%), a>0, (19)

where ¢ > 0 denotes a finite constant that may depend on the desired solution u' but is
independent both of o and 6.

10



Proof. Utilizing auxiliaries from (16) with 3 = (), we have
T3 (u)) < Ta(Ua) = [|Alia — (|3 + aRy (Ua)

< er([|A(Ta — uN)||f +67) + aRp(ia)

< ea(||ta — UTHZ +67) + aRyp(Ua)

< es(a” + 67 + aa ),
where the minimization property of u’ and the second estimate in (6) have been ap-
plied. In addition, both estimates in (17) have been utilized, the former with 7 = a in
fact. Moreover, e, e, and e3 denote finite positive constants which are independent

of both « and 4, respectively, and e; depends on the sought-after solution «'. This
completes the proof of the lemma. U

As an immediate consequence of the preceding proposition, we are able to provide
estimates both for the approximation error in the weaker norm || - ||, and the penalty
functional:

Corollary 13. We have
50’
1wl — uffla < c1(@@ /N +8), Ry(ul) < e (a""l n ;), a>0

where c1 and co denote positive constants that are independent both of o and 6, re-
spectively.

Proof. The second estimate of the corollary is immediate from Proposition 12, and the
first follows from the first estimate in (6) and Proposition 12:

diflug, — u'lla < A, —uN)|lv < [[Aug —0°|lv +06 < (@™ +6), a>0,

where e > 0 denotes a finite constant that may depend on the sought-after solution uf
but is independent of « and 4. O

4.3 Proof of Theorem 8

We have already derived estimates of ||v — u'||, and Rp(v) for both the Tikhonov
minimizers v = %, and the auxiliaries v = %,. The proof can now be completed by
simple synthesis and by utilizing the interpolation inequality for the scale of standard
sequences spaces. We start by a natural decomposition of the approximation error using
the auxiliaries:

luge = u'llr < lug, = allr + @a — ulll. (20)
The first term on the right-hand side in (20) can be estimated by

[T — uf||7 < eraT=D9/N o >0, 1)

11



which follows from the first estimate in (17) applied with 7 = r. Here and in what
follows, e1, eo, ... denote finite positive constants that may depend on the desired so-
lution u' but are independent of o and &, respectively. Below, we estimate the first
term on the right-hand side of (20) by utilizing the interpolation inequality in sequence
spaces, cf. (3):

[ud, = Tally < Rp(ud, = Tia)? - Jud, — Ga |57, (22)
with
p=2"" q1_9g=""P
a—7p a—7p

The first term on the right-hand side of (22) can be estimated by means of the condi-
tional stability estimate in (17) and Corollary 13:

6(7
Rp(ul — Ta) < ea(Rp(ul) + Ryp(ia)) < e3 (a“_l + E)’ a>0. (23)

The second term on the right-hand side of (22) can also be treated by means of the
estimates in (17) and Corollary 13:

S — T lla < 1ud —ut||q + ||[Ga — ullle < es(a@™D/N 16), a>0. (24

We now consider the above estimates for the specific a priori parameter choice o = o
introduced in (13). In fact, this parameter choice balances the two terms of the upper
bounds in (23) and (24), respectively. This yields the two estimates

Rp(ug

- a()é(;) S 6567,‘/27 Hu60¢5

- aaa H(L < 665a (25)

and in addition we obtain the conditional stability estimate of the theorem, cf. the
second estimate in (23). Utilizing in (22) the two estimates from (25) finally gives

[

oy — Uag|lr < €7

The tedious but simple computations are left to the reader. For the parameter choice
(13), in addition we also have ||i,, —uf||, < egd™, cf. (21). This completes the proof
of Theorem 8.

Remark 14. In the case ¢ = p, i.e. R, is the stabilizing functional and ut e £, there
is no oversmoothing. The proof technique can be simplified in that case, and auxiliaries
are not needed then in fact.

4.4 Post processing

Under the conditions of Theorem 8, we can guarantee sparsity only for p = 0, i.e. the
penalty functional is Rg. In all other cases, sparsity can easily be obtained by some
simple post processing based on hard thresholding. For this purpose, consider

vg = Hp(u),), B >0, (26)

as
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where Hpg refers to hard thresholding given by (15). For an appropriate choice of
B = Bs, the element v25 allows the same error rates as the original regularizing element

uia, but this time with guaranteed sparsity for any p and with available conditional
stability estimate, as the following corollary shows.

Corollary 15 (Post processing). Let the conditions of Theorem 8 hold, and in addition
letvg be asin (26) and f = 5 = da-a, § > 0. Then we have

[0, —ulllr = O(6), Ry(v),)=0(?) asd—0, 27
where 1, v2 are given by (12).

Proof. We first consider the left estimate in (27). Due to the first estimate in Theorem 8,
it is sufficient to provide a suitable estimate for ||vgé — ul,, || For this, we make use
of the first estimate in Proposition 11, applied with v = u?

as:T =T, and ¢ = p. In
addition, we utilize the second estimate in Theorem 8:

-P

0, = ud, 7 < B5 " Ry(ul,) = 6510(5772) = O(™).

Next we consider the second estimate in (27). It immediately follows from the second
estimate in Theorem 8 and the second estimate in Proposition 11, applied with ¢ = p:

Ro(vh,) = Ry(Hp, (u,)) < Ry(ud,) = O(F2), 6> 0.

This completes the proof. O

5 Conclusions and outlook

In this paper, we consider variational regularization of linear ill-posed problems in
sequence spaces. Our focus lies both on well-posedness of the considered Tikhonov
functional and convergence rates for suitable a priori parameter choices. The consid-
erations are restricted to operators that satisfy a stability estimate with respect to a
weaker sequence space. On the other hand, we allow an oversmoothing of the penalty
functional. Sparsity results are obtained either when the ¢y-norm is utilized as penalty
functional or by post-processing based on hard thresholding.

In what follows, we list some topics that are beyond the scope of this paper but
could be the subject of further investigations. First, the analysis of a posteriori param-
eter choice strategies like the discrepancy principle will be of interest. Note that those
strategies are superior to a priori parameter choice strategies, since they do not require
any knowledge of the smoothness of the solution. Another topic of strong interest will
be the investigation of problems with solutions satisfying no additional smoothness
conditions, i.e. they belong to the approximation error space ¢, but not to any stronger
sequence space {4, ¢ < r. A discussion of the optimality of the presented rates can
certainly play some role. Moreover, it seems that the mathematical approach presented
in this paper can also be used for the treatment of nonlinear problems. The analysis of
sparsity-promoting features of variational regularization with penalty functionals that
are related to an £,,-norm, with 0 < p < 1 may also be exciting.

13



Last but not least: extensions of the presented result to weighted and weak ¢, spaces
seem to be possible. The former case may allow the coverage of other applications, like
period integral operators in spaces of periodic Sobolev spaces.
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