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We exploit the ideas of Barron spaces and the corresponding representation as
continuous interpretation of infinitely wide shallow networks and neural ODEs
as infinite deep residual network architectures. Barron spaces are characterizing
approximation rates of shallow neural networks, formally without curse of dimen-
sions. Barron functions are supposed to have continuous representation formula

h(x) =

∫
U

aσ(Ax+ b)dµ1(a,A, b) ,

with a random measure µ1. The discrete versions are based on approximation of
the measure by Dirac delta’s (e.g. in the weak-* sense)

µ1 =
1

N

N∑
i=1

δai,Ai,bi , (a
i, Ai, bi) ∈ U ⇒ h(x) =

1

N

N∑
i=1

aiσ(Aix+ bi) ,

where the ai, Ai, bi are sampled from the random measure µ1. Convergence can
be deduced from error estimates of Monte Carlo quadrature. More details can
be found e.g. in [2] In order to consider deep neural networks, we remind that
a large family of deep Neural Networks, e.g ResNets, can be view as an Euler
discretization of an ODE ẋ(t) = v(t, x) , x(0) := x, with a driving field v given as
a shallow NN. This leads to the following feedback optimal control problem.
We seek to learn a function f by deep neural networks with activation function σ.
An abstract feedback optimal control problem with measure-valued controls µ2(t)
of the form

min
µ(·)
J (µ(·)), J (µ(·)) :=

∫
Rd

‖f(x)−
∫
aσ(A z(T, x) + b) dµ1(t; a,A, b)‖2dx

such that
d

dt
z(t, x) =

∫
aσ(Az(t, x) + b) dµ2(t; a,A, b), z(0, x) = x

The above control problem can be interpreted as an infinite deep neural network:
Except the last layer is of another particular form. We discuss the issue of existence
and the treatment of gradient schemes. We show the existence of minimizers to the
optimal control problem by using Prokhorov’s theorem on tight measures and some
regularity assumptions on the activation function [4]. The present perspective
provides an interesting relationship to HamiltonJacobi Bellmann equations and
Potential Mean Field Games.
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