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Dynamical localization for continuum random
surface models

By

Anne Boutet de Monvel and Peter Stollmann

Abstract. We prove Anderson localization and strong dynamical localization for random
surface models in R

d .

1. Introduction, the model, and the results. Spectral and scattering theory for mathe-
matical models of rough surfaces has attracted considerable interest in recent years, as
witnessed in [2, 3, 7–13, 16].

One of the reasons is that these models exhibit a metal-insulator transition. This transition
is expected for typical random models in dimensions three and higher but, unfortunately, a
proof is out of sight for operators with stationary disorder, e.g., Anderson type Schrödinger
operators.

In contrast, models with decaying randomness offer the possibility to prove that their
spectrum is pure point near fluctuation boundaries and purely absolutely continuous away
from those spectral energies which are generated by the random perturbation.

For a general discussion of models with decaying randomness we refer to the recent paper
[13] by Hundertmark and Kirsch and the literature quoted there.

In the present paper we concentrate on the study of surface models in the continuum
case. While the presence of an absolutely continuous component is settled in [13], some
questions concerning localization seem to be open, namely the question whether dynamical
localization holds. We will prove that the latter is indeed the case, relying on [4, 17].

This appears to be new, even for discrete models to which the major part of the literature
is devoted. Let us briefly comment on the basic difference between continuum and discrete
models and start with the fundamental difficulty one meets when studying the localization
phenomenon for surface models.

The defining property of these models is that the perturbation is supported on a small
set: a surface S or a neighborhood of a surface. Consequently, a simple-minded applica-
tion of the existing techniques to prove localization has to fail. This is the case for the
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Aizenman-Molchanov technique in the discrete as well as the multiscale technique in the
continuum case.

The common way around this difficulty can roughly be explained as follows: the operator
is decomposed into a surface term which lives on the Hilbert space �2(S) (this is possible in
the discrete setting) and a bulk term. This auxiliary construction to handle the eigenvalue
problem for the original operator depends on the spectral parameter. It leads to a surface
operator which consists of the random perturbation (which now has full support) and a
difference operator which is more complicated than the usual discrete Laplacian. In fact the
off-diagonal elements of this operator are all non-zero. They reflect the interaction between
different sites on the surface induced by the bulk. Anyway, this auxiliary random operator
can be treated with the Aizenman-Molchanov method, e.g., giving rise to exponential decay
estimates for the Green’s functions with high probability at a fixed energy.

Since, as was remarked above, this auxiliary operator depends on the energy, it is not
clear how to prove variable energy estimates needed for a proof of dynamical localization.
While in [11], Remark 1.5 it is indicated that dynamical localization could be proven along
the lines we sketched above there is no hint mentioning a way around the complications we
just explained.

We now introduce the model we are going to study:

T h e m o d e l 1.1. Consider the following self-adjoint random operator in L2(Rd),

H(ω) = −� + Vω,

where

Vω(x) =
∑
k∈Z

m

qk(ω)f (x − (k, 0)),

and

(1) 0 < m < d and points in R
d = R

m × R
d−m are written as pairs, if convenient;

(2) The single site potential f � 0, f ∈ Lp(Rd) where p � 2 if d � 3 and p > d/2 if
d > 3, and f � σ > 0 on some open set U �= ∅ for some σ > 0.

(3) The qk are i.i.d. random variables distributed with respect to a probability measure
µ on R, such that supp µ = [qmin, 0] with qmin < 0.

We will sometimes need further assumptions on the single site distribution µ:

(4) µ is Hölder continuous, i.e. there are constants C, α > 0 such that

µ[a, b] � C(b − a)α for qmin � a � b � 0.

(5) Disorder assumption: there exist C, τ > 0 such that

µ[qmin, qmin + ε] � C · ετ for ε > 0.

See Figure 1 for an illustration showing a typical realization of a random surface
potential.
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F i g u r e .1 A typical random surface potential.

It is not hard to see that

σ(H(ω)) = [E0, ∞)

where

E0 = inf σ(−� + qmin · f per),

and

f per =
∑
k∈Z

m

f (x − (k, 0))

denotes the periodic continuation of f along the surface.
Near the bottom of the spectrum E0 one expects localization, i.e. suppression of transport

as is typical for insulators. This is the content of our main result.

Theorem 1.2. Let H(ω) be as in 1.1(1)–(5) with τ > d/2.

(a) There exists an ε > 0 such that in [E0, E0 + ε] the spectrum of H(ω) is pure point
for almost every ω ∈ �, with exponentially decaying eigenfunctions.

(b) Assume that p < 2(2τ − m) for τ from 1.1(5). Then there exists an ε > 0 such that
in [E0, E0 + ε] = I we have strong dynamical localization in the sense that:

E

{
sup
t>0

‖|X|pe−itH(ω)PI (H(ω))χK‖
}

< ∞

for every compact set K ⊂ R
d .

The proof is given in Section 3 below after some necessary preparations. To stress the
existence of a metal-insulator transition, let us cite Theorem 4.3 of [13]:

Theorem 1.3. Let H(ω) be as in 1.1(1)–(3). Then we have, for every ω ∈ �:

[0, ∞) ⊂ σac(H(ω)).



4 Anne Boutet de Monvel and Peter Stollmann arch. math.

2. Wegner estimates and initial length scale estimates. In this section we prepare the
ground for a multiscale analysis leading to strong dynamical localization. A new feature
requires a modification of known principles: disorder only influences the space near the
surface

S = R
m × {0} ⊂ R

d

and is not seen in the rest of space. Thus, wiggling at the random coupling constants doesn’t
change the operator in the whole space, but only near S.

In most papers, notably those concerning discrete models, the following strategy is used:
the full operator is decomposed into one part which lives on the surface S and one which
lives away from the boundary. In this way, the eigenvalue problem for the original operator
is reduced to an eigenvalue problem for an auxiliary operator living on the boundary. This
decomposition works well in energy regions away from [0, ∞) and in the resulting auxiliary
problem the randomness concerns all of (the auxiliary space) S. The bad news is, that the
auxiliary operators depend on the energy parameter. Thus it is hopeless to get variable
energy multiscale estimates needed for dynamical localization.

Our way around this problem is to show that eigenfunctions corresponding to eigenvalues
lying in the part σ(H(ω))\ [0, ∞) live “near S”. This means in turn that σ(H(ω))\ [0, ∞)

heavily depends on the disordered surface.
We will need to consider local Hamiltonians, i.e. the restriction to cubes of H(ω). More

specifically, we have to analyze the dependence of the eigenvalues of H
(ω) from the
random parameter ω ∈ �. Here 
 = 
L(x) is an open cube of sidelength L centered at
x ∈ R

d . Typically, we will be concerned with the case L ∈ 3N\2N and x ∈ (L
3 Z)d in the

course of our multiscale analysis later.
As boundary conditions we choose the Dirichlet boundary conditions without expressing

that explicitly in the notation.
As a basic input we need the following result from [14] which we infer for the convenience

of the reader, put into a somewhat different but equivalent form.

Lemma 2.1. Let 
 ⊂ R
d be open, W ⊂ 
 be open and P ⊂ W be such that

dist(P, Wc) := ϑ > 0. Then there exists C = C(ϑ) such that the following holds: Let V0
and V be uniformly locally in Lp with p = 2 if d � 3 and p > d/2 if d > 3. Denote
the corresponding operators −� + V0 and −� + V in L2(
) by H0 and H . Assume that
{x | V0(x) �= V (x)} ⊂ P and that � is an eigenfunction of H with eigenvalue µ ∈ 
(H0).
Then

‖�‖ � [1 + C(‖(H0 − µ)−1‖ + ‖(H0 − µ)−1∇‖)] ‖χW�‖.
Basically, this means that an eigenvalue µ induced by a perturbation (V −V0) supported

in the region P comes with an eigenfunction � which is not too small in a neighborhood W

of the perturbation region P . In fact, the estimate given in the lemma gives a lower bound
on the portion ‖χW�‖, which gets better the larger the distance of µ to the spectrum of H0
is, and the larger (through C(ϑ)) the neighborhood W of P is. For an illustration of the
geometry appearing in the preceding Lemma, see Figure 2.
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       P

W

F i g u r e .2 Geometry of Lemma 2.1

We go on to prove a Wegner estimate along the lines of [18, 14, 13] and single out one
important step needed in the proof.

Proposition 2.2. Let H(ω) be as in 1.1(1)–(3). Then there exist 
 > 0 and C > 0 such
that for every cube 
 = 
L(x) where L ∈ 2N + 1, x ∈ Z

d , every E ∈ [E0, E0 + 
], every
ω ∈ � and every eigenfunction � of H
(ω) with eigenvalue E we get

‖�χW‖ � C · ‖�‖,
where

W =
⋃

k∈Z
m

(U + (k, 0)).

Note that U was defined in 1.1(2) to be an open set such that the single-site potential f

has a lower bound σ > 0 on U . Thus W is the region in R
d near the surface, where the

influence of the random potential is felt.

P r o o f. We want to apply Lemma 2.1 above. The right W has already been defined,
where formally we consider, of course, W ∩ 
.
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Taking 
 < −E0 from the beginning we only need to treat those cubes 
 for which

 ∩ W �= ∅ since, otherwise H
(ω) = −�
 which has no eigenvalues below zero.

Let P0 ⊂ U , P0 �= ∅ such that ϑ := dist(P0, U
c) > 0, which is possible since U was

assumed to be open. Define P = ⋃
k∈Z

m

(P0 + (k, 0)). Then for every 
 as above we have

that

dist(P ∩ 
, W c ∩ 
) = ϑ.

Next, define f0 = f · χP c
0

< f .

Therefore, for f
per
0 := ∑

k∈Z
m

f0(x − (k, 0)) we get that

E0 = inf σ(−� + qmin · f per) < Ẽ0 := inf σ(−� + qmin · f
per
0 ).

Let 
 < Ẽ0 − E0. We are going to apply Lemma 2.1 for V = Vω · χ
, V0 = Vω · χ
\P =
(

∑
k∈Z

m

qk(ω)f0(x − (k, 0)) · χ
. First note, that

{x | V0(x) �= V (x)} ⊂ P.

Moreover, since Dirichlet boundary conditions push the spectrum to the right and by basic
monotonicity we get that

inf σ(−� + V0) � inf σ((−� + qmin · f
per
0 )
) � Ẽ0.

Thus, for every ω ∈ � and E ∈ [E0, E0+
] we have that E ∈ 
(H0) and dist(E, σ (H0)) �
Ẽ0 − E0 − 
 =: δ > 0. We are thus in position to apply Lemma 2.1, where the norms
appearing ‖(H0 −E)−1‖, ‖(H0 −E)−1∇‖ are uniformly bounded in terms of δ. This ends
the proof. �

We are now in position to prove a suitable form of the Wegner estimate.

Proposition 2.3. Assume that H(ω) is as in 1.1(1)–(3) and that, moreover, the Hölder
condition 1.1(4) is valid. Then, for every interval J ⊂ I
 := [E0, E0 + 
], with 
 taken
from Proposition 2.2 above, we get

P{ω | σ(H
(ω)) ∩ J �= ∅} � CW |
| · |J |α,

where CW is independent of J and 
, 
 = 
L(x) with L ∈ 2N + 1, x ∈ Z
d .

P r o o f. Since the event to be considered is void if 
 ∩ W = ∅ we can assume

 ∩ W �= ∅. For the course of this proof denote by

H(q) =

−� +

∑
k∈Z

m,(k,0)∈


qk · f (x − (k, 0))



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with Dirichlet boundary conditions at ∂
 and by En(q) the n-th eigenvalue of H(q). We
get that

P{ω | σ(Hλ(ω)) ∩ J �= ∅} =
⊗

(k,0)∈


µ({q | En(q) ∈ J for some n ∈ N})

by definition of P. We want to use the method from [18] to get an estimate on

⊗
(k,0)∈


µ({q | En(q) ∈ J }),

since the number of n ∈ N for which En(q) � 0 can be roughly bounded by |
|. For the
estimate we aim at, two properties of En(q) as a function of q ∈ R


∩(Zm×{0}) have to be
checked.

First, En( · ) is monotonic. That follows readily from the min-max principle. Secondly,
we have to check that, for some η > 0 and t small enough

(∗) En(q + t · 1) − En(q) � t · η,

where

1 = (1, 1, . . . , 1) ∈ R

∩(Zm×{0}).

If this is achieved, we can use the Lemma from [18] as well as the proof of the Wegner
estimate there and obtain the asserted bound.

Return to the proof of (∗).
Clearly, En(q + t · 1) is continuous in t and admits left and right derivatives which by

the celebrated Feynman-Hellmann Theorem, see [19], p. 151, can be calculated as follows:

En(q + t · 1) = En


−� +

∑
(k,0)∈


qk · f (x − (k, 0)

︸ ︷︷ ︸
H0

) + t ·
∑

(k,0)∈


f (x − (k, 0))

︸ ︷︷ ︸
F


 ,

so that

En(q + t · 1) = En(H0 + t · F),

whence

d+

dt
En(H0 + t · F)

∣∣∣
t=s

= (F�s | �s),

where �s is some specific eigenfunction of H0 + s · F of norm one.
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Since H0 + s · F = H
(ω) for suitable ω, we can apply Proposition 2.2 and get

d+

dt
En(H0 + t · F)

∣∣∣
t=s

=
∫



f per(x)|�s(x)|2dx

�
∫


∩W

f per(x)|�s(x)|2dx

� σ‖�s · χW‖2

� σ · C.

Integrating this with respect to s from 0 to t implies the desired lower bound (∗) and thus
ends the proof. �

We go on to prove an estimate concerning the initial step in the multiscale induction.

Proposition 2.4. Assume 1.1(1)–(3) and 1.1(5). Then, for any ξ ∈ (0, 2τ − m) there is
a β > 0 and L0 ∈ 2N + 1 such that

P{dist(σ (H
(ω)), E0) � Lβ−2} � L−ξ

for 
 = 
L(k), k ∈ Z
d , L ∈ 2N + 1, L � L0.

P r o o f. We will essentially use the lower estimate (∗) from the preceding proof. Define

�L,h = {ω ∈ � | qk(x) � qmin + h for all k ∈ Z
m, (k, 0) ∈ 
}.

Then

P(�L,h) � 1 − |
 ∩ Z
m × {0}| µ[qmin, qmin + h]

� 1 − C |
 ∩ (Zm × {0})| · hτ .

Choose h = η−1 · Lβ−2 with η from (∗). Then

P(�L,h) � 1 − η−τC · Lm−τ(2−β).

Moreover, from (∗) we have that for ω ∈ �L,h

E1(H
(ω)) � E0 + h · η � E0 + Lβ−2.

Starting with 0 < ξ < 2τ − m we find β > 0 such that ξ < τ(2 − β) − m and for such a
choice of ξ and β and L � L0 large enough the assertion follows. �

3. Multiscale analysis and proof of the result. In this section we comment on how to
obtain a proof of Theorem 1.2. It is a simple adaption of the multiscale method quite well-
known in the random business. For a pedestrian version we refer to [17] and the references
contained in that book.
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The multiscale induction is used to provide exponential off-diagonal decay for the resol-
vent (H
(ω) − E)−1 for E ∈ I = [E0, E0 + ε] with high probability in terms of the
sidelength of L. More precisely, consider open cubes 
 = 
l(x), x ∈ Z

d , l ∈ 2N + 1;
denote


int := 
l/3(x), 
out := 
l(x) \ 
l−2(x)

and by χ int = χ int

 and χout = χout


 denote the respective characteristic functions. A cube

 is called (γ, E)-good for ω ∈ �, if

‖χoutR
(E)χ int‖ � exp(−γ · l),

where

R
(E) = R
(ω, E) = (H
(ω) − E)−1

and E ∈ ρ(H
(ω)) is understood.

To prove localization for energies in an interval I ⊂ R consider, for l ∈ 2N + 1, γ > 0
and ξ > 0:

E s t i m a t e G(I, l, γ, ξ):

∀x, y ∈ Z
d , d(x, y) � l the following estimate hold:

P{∀E ∈ I : 
l(x) or 
l(y) is (γ, E)-good for ω} � 1 − l−2ξ .

Note that d(x, y) denotes the distance with respect to the �∞-metric and the condition on the
distance of x and y just ensures that the respective cubes are disjoint. Multiscale induction
allows one to deduce G(I, L, γL, ξ) from G(I, l, γl, ξ) with L � l and γL ≈ γl . This
will enable us to proceed by induction and prove the estimate G(I, lk, γ, ξ) for a sequence
lk ↗ ∞ of length scales with γ, ξ independent of k.

Here it is important that we can start with l large enough and γl not too small, more pre-
cisely: γl � lβ−1 for some β > 0. (Note that for γl = l−1 we would have exp(−γl · l) = 1
which doesn’t lead to an interesting decay.)

The step from one length scale l = lk to the next one L = lk+1 (this explains the name
multi-scale analysis) makes use of the following basic idea: partition the cube 
 = 
L

into cubes of sidelength l. Each of the good small cubes will add to the exponential decay
of R
 and since independence and G(I, l, γl, ξ) guarantees a lot of good small boxes with
high probability, we get exponential decay of R
 with high probability. The control of the
bad cubes is established with the help of the Wegner-type estimate proven in 2.3 above. In
our special situation all the cubes which do not touch the surface are automatically good
which means that exponential decay off the surface comes for free. We get the following
induction theorem:

Theorem 3.1. Let H(ω) be as in 1.1, ρ as in Proposition 2.2 and Iρ = [E0, E0 + ρ].
Furthermore, fix ξ > 0 and let α ∈ (1, 2) be such that

4d
α − 1

2 − α
� ξ.
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Then there exists l = l(ξ, β, α) such that the following holds.
If I ⊂ Iρ and G(I, l, γ, ξ) is satisfied for some γ � lβ−1 and some l � l, then there

exists a sequence (lk)k∈N and a γ∞ > 0 with the following properties:

(i) For all k ∈ N the estimate G(I, lk, γ∞, ξ) is satisfied.
(ii) lαk � lk+1 � lαk + 6.

This follows from the multiscale induction as presented in [17] which is a somewhat
modified continuum version of the method of von Dreifus and Klein [5], see also [15].

P r o o f o f T h e o r e m 1.2. Observe that for ξ ∈ (0, 2τ − m) there is β1 > 0 such that
with IL = [E0, E0 + 1

2Lβ1−2] and E ∈ IL we get

P{dist(σ (H
(ω)), E0) � 1
2 Lβ1−2} � L−ξ

for L large enough. This implies G(Il, l, γ, ξ) with γ > lβ−1 for large enough l by Combes–
Thomas estimates; see [1] and [17], Section 2.4. Thus we can apply Theorem 3.1 and get
that G(I, lk, γ∞, ξ) is satisfied for I = Il , l large enough.

Assertion (b) of Theorem 1.2 now follows from the main result in [4].
To deduce (a) we can apply the standard reasoning, proving that with probability 1 every

polynomially bounded generalized eigenfunction of H(ω) is exponentially decaying. �

C o n c l u d i n g r e m a r k s. There are several directions in which our result could pos-
sibly be generalized. We mention here some which seem especially interesting to us and
comment on the difficulties to overcome to this end.

(1) P e r i o d i c b a c k g r o u n d: By this we mean that −� is replaced by H0 =
−�+V0, where V0 is a Z

d -periodic function. Then σ(H0) has a band structure and
it would be worthwhile to investigate localization near band edges of σ(H0 + Vω)

created by the random surface potential Vω. In view of the results of [14], this would
seem to require a thorough analysis of the behaviour of band edges in the case where
a periodic potential is perturbed by a potential which is periodic in a certain direction.

(2) L i f s h i t z a s y m p t o t i c s: In the present paper we rely on the disorder
assumption 1.1(5) in order to get the initial estimate for the multiscale induction. It
would be desirable to dispense with this assumption and use a Lifshitz tail estimate
instead. This seems to make a generalization of the Floquet–Bloch theory to partially
periodic potentials necessary.

(3) C o n t i n u u m q u a s i-p e r i o d i c s u r f a c e m o d e l s: The discrete case
has been settled in [2] using KAM-theory. For a continuum version it doesn’t seem
clear whether one should try to take a multiscale approach instead.

(4) B o o t s t r a p m u l t i s c a l e a n a l y s i s: In a recent preprint [6] a bootstrap
multiscale analysis is presented which gives even subexponential decay in dynamical
localization estimates. It is probably possible to use this approach also in the present
setting.
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the second author at the Université Paris 7 Denis Diderot in 2000 and 2001. He would like
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