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Abstract

With the advent of Internet of Things (IoT), an increasing number of devices start exchang-
ing information. This puts emphasis on wireless sensor networks (WSNs) to facilitate the
interaction with the environment in varied application scenarios such as, for example, build-
ing and home automation among others. In this context, a reliable communication is usually
required, i.e., it is necessary to guarantee that packets arrive within a specified maximum
delay or deadline. In addition, since nodes are usually battery-powered and deployed in large
numbers, they must be cost-effective and economize on energy, which requires nodes to have
a low complexity.

In this context, unidirectional communication, i.e., where nodes either send or receive
data, seems to be an interesting solution. Since no elaborate feedback mechanisms such as
carrier sensing, acknowledgments and retransmissions schemes are possible, complexity, costs,
energy consumption and communication overhead are reduced in a considerable manner. On
the other hand, however, packet loss becomes more likely making such networks strongly
unreliable. To overcome this predicament, two MAC (Medium Access Control) protocols
are proposed, namely DEEP and RARE. These consist in nodes transmitting their data as
sequences of redundant packets with carefully selected inter-packet separations leading to
robust transmission patterns that enable reliable communication. In the case of DEEP, full
(100 %) reliability can be guaranteed, i.e., there is no data loss, which is particularly useful
for safety critical applications. RARE, on the other hand, is designed for applications that
tolerate some amount of data loss and can be configured to a reliability < 100 %, i.e., to a
certain probability on successful data delivery. This allows improving other aspects of the
network, such as energy consumption, communication delays, etc.

In contrast to solutions from the literature, the proposed protocols do not pursue a best-
effort approach, but rather provide an analytical framework to assess the performance (i.e.,
reliability, energy consumption, etc.) of the network. In addition, the proposed protocols
are based on more general models that allow describing arbitrary node types with different
deadlines and packet lengths leading to a provable higher performance. These and other
benefits are illustrated by the means of extensive numerical experiments and simulations
based on the OMNeT++ framework.

iii



iv



List of Acronyms

IoT Internet of Things

WSN Wireless Sensor Network

QoS Quality of Service

MAC Medium Access Control

PHY Physical layer (in the OSI model)

OSI Open Systems Interconnection model

DEEP Deterministic Protocol

RARE Random Reliable Protocol

bi-DEEP Bidirectional Deterministic Protocol

bi-RARE Bidirectional Random Reliable Protocol

CSMA Carrier-Sense Multiple Access

TDMA Time-Division Multiple Access

eMAC Extensive MAC

API Application Programming Interface

WBAN Wireless Body Area Network

RFID Radio-Frequency Identification

FSK Frequency-Shift Keying

DSSS Direct-Sequence Spread Spectrum

v



vi



Contents

1. Introduction 1
1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2. Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3. Models and Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4. Structure of the work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2. Fundamentals 11
2.1. The OSI layer model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.1. Physical layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2. Medium access control layer . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3. Network and host layers . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2. Challenges in wireless communication . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1. Data corruption and packet loss . . . . . . . . . . . . . . . . . . . . . 14
2.2.2. External interference and clock drift . . . . . . . . . . . . . . . . . . . 15
2.2.3. Mobility, hidden terminals and other problems . . . . . . . . . . . . . 15

2.3. Possibilities and limitations of MAC protocols . . . . . . . . . . . . . . . . . . 16
2.3.1. Collision avoidance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2. Backoff and retransmission schemes . . . . . . . . . . . . . . . . . . . 17

2.4. Uni- vs. bidirectional communication . . . . . . . . . . . . . . . . . . . . . . . 19
2.5. Major wireless MAC protocols . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.5.1. TDMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.2. CSMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3. Related work 23
3.1. Classification of MAC protocols . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1.1. Synchronous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.2. Asynchronous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.3. Hybrid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2. Protocol strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.1. Capture effect and node placement . . . . . . . . . . . . . . . . . . . . 26
3.2.2. Clustering and data aggregation . . . . . . . . . . . . . . . . . . . . . 26
3.2.3. Duty cycling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.4. Miscellaneous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3. Related MAC protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4. The DEEP protocol 31
4.1. Analytic model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.1.1. Selecting packet numbers . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.1.2. Deriving inter-packet times . . . . . . . . . . . . . . . . . . . . . . . . 33

4.2. Heuristic model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.1. Selecting packet numbers . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.2. Inter-packet time conditions and boundaries . . . . . . . . . . . . . . . 39
4.2.3. Inter-packet time search algorithm . . . . . . . . . . . . . . . . . . . . 40

4.3. Extension to arbitrary packet numbers . . . . . . . . . . . . . . . . . . . . . . 41
4.4. External interference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

vii



Contents

4.5. Clock drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.6. Key findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5. The RARE protocol 47
5.1. Deriving a base model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2. Extension to arbitrary node types . . . . . . . . . . . . . . . . . . . . . . . . 50

5.2.1. Extension to different m . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.2. Optimizing reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.3. External interference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.4. Clock drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.5. Key findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6. Evaluation and results 59
6.1. Use Case – Intelligent assembly line . . . . . . . . . . . . . . . . . . . . . . . 59

6.1.1. Timings and data structures . . . . . . . . . . . . . . . . . . . . . . . 59
6.1.2. Physical world . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.1.3. Remaining network parameters . . . . . . . . . . . . . . . . . . . . . . 60

6.2. Protocols under comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3. Numerical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.3.1. The DEEP protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.3.2. The RARE protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

6.4. Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.4.1. Reliability and packet loss . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4.2. Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.4.3. Energy consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.4.4. External interference . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.4.5. Clock drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.4.6. Bi- vs unidirectional communication . . . . . . . . . . . . . . . . . . . 76

6.5. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

7. Concluding remarks 83
7.1. Protocol properties and application areas . . . . . . . . . . . . . . . . . . . . 84
7.2. Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Bibliography 89

A. The DEEP protocol 97
A.1. Proof of Theorem 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.2. Proof of Theorem 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.3. Deriving qi(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

B. Extending DEEP and RARE to bidirectional communication 103
B.1. Carrier sensing duration and packet timings . . . . . . . . . . . . . . . . . . . 104
B.2. The bi-DEEP protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

B.2.1. Selecting packet numbers . . . . . . . . . . . . . . . . . . . . . . . . . 105
B.2.2. Calculating inter-packet times . . . . . . . . . . . . . . . . . . . . . . . 108

B.3. The bi-RARE protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
B.4. Key findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

viii



Chapter 1.

Introduction

Since the first controlled transmission of radio waves by Heinrich Hertz in 1886, wireless
communication has quickly developed into an indispensable technology for exchanging in-
formation between electronic devices. This is mainly due to its distinctive features: high
flexibility and mobility. Wireless devices can be easily integrated into existing infrastructure,
which, in contrast to classic wired connections, does not require costly cable installation. In
addition, devices are not tied to a fixed position, but can move freely within a certain range
from each other. This enables a series of applications and technologies that would other-
wise not be possible, such as mobile telephony and internet (e.g., 4G and 5G), contactless
payment, Global Positioning System (GPS), and many more.

Current trends further promote spreading wireless communication. In particular, the num-
ber of devices in our environment is constantly increasing together with the amount of in-
formation they exchange. Starting with smartphones and computers that communicate via
WiFi, today many other devices begin sharing information: door access and security systems,
fire detectors, vehicles and road infrastructure and many more. This trend is expected to
continue until all electric devices are interconnected accomplishing the vision of Internet of
Things (IoT) [15]. According to market research, the number of connected IoT devices is
predicted to reach 75 billion by 2025 [54] and 125 billion by 2030 [40], and will therefore have
a major impact on our lives in the future.

There are many different applications and technologies based on wireless communication.
This paper focuses on wireless sensor networks (WSNs), a well-established field of research
and a common type of network used to retrieve information from the environment. More
precisely, WSNs consist of several sensor nodes that monitor the environment and report
data back to a central location for processing. This creates a feedback service that facilitates
the interaction with the environment, making WSNs not only a popular choice as standalone
networks, but these are also often used as a part of other technologies and applications, such
as IoT.

sensor
sensor

sink

!

(b)

Lighting

Appliances

Heating

Ventilation

Shutter

Motion

Security
(a)

Figure 1.1.: Two exemplary applications for WSNs: (a) forest fire detection [50] and (b) home
and building automation [66].

WSNs come in all sizes, shapes and are being used in many different applications. In gen-
eral, they are well suited for monitoring tasks, for example, controlling air quality, moisture,
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Chapter 1. Introduction

temperatures, etc. [39], or supervising traffic [55] and parking [75]. Fig. 1.1 shows two further
examples: (a) forest fire detection and (b) home and building automation. In (a), WSNs can
detect bush and forest fires using gas/temperature sensors so that they can be extinguished
more quickly before they spread [50]. In (b), electrical appliances within a building are con-
trolled, improving heating, ventilation, security and enabling a more elaborate control [66].
For example, lights can be automatically turned on at night when a user enters a room.
Similarly, appliances, e.g., TV, radio, coffee machine, etc., can be switched off when a user
leaves home, etc. In summary, WSNs have a wide spectrum of possible applications and are
used for many other technologies such as IoT, i.e., wherever a connection to the environment
must be established. For these reasons, WSNs have become an important field of research
over the years, which is still highly active today.

Using wireless communication has many advantages such as the previously mentioned
mobility and flexibility. Nevertheless, there are also several disadvantages, in particular,
reliability is lower compared to wired connections. This is mainly due to the open transmission
medium (air) which must be shared between devices. If it happens that multiple transmissions
take place simultaneously on the same frequency — devices are typically not aware of each
other — data is most likely corrupted and therefore lost. Considering that this effect is highly
stochastic, detecting and repairing faulty transmissions is a challenging task requiring special
attention during network design and operation.

In oder to better understand these challenges, let us have a look at the typical requirements
of WSNs as depicted in Fig. 1.2:

WSN

Reliability
Energy-
efficiency

Scalability ComplexityLatency

Figure 1.2.: The 5 basic requirements of WSNs.

In general, there exists a large number of different requirements caused by the sheer amount
of possible applications together with several environmental factors, such network location
(e.g., indoor vs. outdoor), life time (e.g., several days vs. years), etc. However, these
requirements can be grouped into the following five main categories:

• Reliability describes the probability that data is successfully delivered within a spec-
ified time bound or deadline. This metric combines data loss, i.e., the chance of losing
a packet due to simultaneous transmissions or interference, with the age of data, i.e.,
whether it is conveyed on time before being outdated.

• Latency describes the time required for exchanging data or vice versa, how much data
can be transferred in a given amount of time. For example, a video transmission requires
a lower latency (and higher speed) than a thermometer reporting a temperature.

• Energy Efficiency describes how well the network can economize on energy. Since
nodes are usually battery-powered and maintenance can be difficult and expensive, this
value defines a node’s life-time and its operational costs.

• Scalability describes the performance impact when changing the network size (i.e., the
number of nodes). This metric is especially important in mobile systems, where nodes
may enter or leave the network dynamically.

• Complexity determines the costs of implementing and operating a network. Low
complexity is desirable as it allows using cheaper and less powerful hardware, etc.

2



1.1. Motivation

There are other, more application-specific requirements, such as security, i.e., how well
the network is protected from unwanted listeners or attackers, or robustness, i.e., how well
operation can continue when some nodes fail (e.g., run out of battery). In general, these
strongly depend on the use case, e.g., a military-operated network typically requires a higher
level of security than a private weather station, which, however, must have lower costs.
Unfortunately, many of these requirements are contradictory meaning that increasing one
attribute will worsen others. For example, implementing a higher transmission speed typically
requires more energy and can increase packet loss, which lowers reliability. As a consequence,
it is not possible to maximize all attributes of a network, but instead performance is a
compromise based on how important certain aspects are for a specific setting or application.

Now, there are several different ways to meet requirements in a WSN. For example, the
physical layer (PHY) can be changed to a more robust modulation scheme in harsh environ-
ments or applications can be programmed to tolerate data loss to some extent. In this work,
the focus is on medium access control (MAC), i.e., the second layer in the OSI model [5]. More
specifically, this defines a policy of when and how long nodes transmit/receive, what data
they send and how they behave when failures occurs, e.g., retransmit, wait, etc. Compared
to the PHY layer, which employs modulation and encoding that is often highly hardware-
dependent, the MAC layer is typically hardware-independent which allows using available
off-the-shelf hardware without modifications. This facilitates design, testing and integration
into existing systems, since typically only software must be changed, which is easier than
modifying hardware. In addition, since the MAC is still a very low layer in the OSI com-
munication model, it generally allows for a larger impact on a system’s performance than
higher levels such as the application layer.1 This results in a lot of potential for possible
improvements.

1.1. Motivation

This work aims to improve the quality of service (QoS) of WSNs and, in particular, enable
reliable communication at low complexity between nodes in a network. To this end, two
different MAC protocols were developed in the course of this work, each for a particular set
of applications with specific requirements.

Now, the question is why to design another set of MAC protocols, when there are already
so many of them. In particular, since wireless MAC protocols are an active research area for
many years now — modern research started at around 1980 [26], i.e., more than 30 years ago
— there exists a plethora of different solutions for a wide variety of applications. While some
of these solutions are very specialized and only suitable for particular settings, others have
become very popular and are widely-used nowadays. For example, TDMA (time division
multiple access) and CSMA (carrier sense multiple access) are very prominent protocols
being used in most wireless applications today. Defined and regulated by multiple standards,
such as 802.11 (WiFi, CSMA) or 802.16a (WiMax, TDMA), these can be found in toys and
computer networks (CSMA) or mobile telephony and internet (TDMA) among others.

So why does it make sense to implement yet another set of MAC protocols? The answer is
that although there are so many protocols, there is no perfect solution for all applications. As
we have discussed before, this is because each application has different requirements, which
are often contradictory, e.g., speed vs. energy-efficiency. It is consequently not possible to
create one universal MAC, but there have to be multiple solutions, as there will always be
different types of problems to be solved. In addition, many existing solutions make restrictive
assumptions or have major drawbacks that limit performance or result in certain properties

1Note that the higher the layer of communication is, the smaller the achievable increase in performance. That
is, since each layer builds on top of another (lower) layer, it is limited to that lower layer’s performance in
the worst case.
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Chapter 1. Introduction

not being offered. It therefore still makes sense to introduce new protocols to not only improve
certain quality aspects of existing solutions, but also to open up new areas of application.

In the following, we will further discuss some of the major drawbacks that many existing
solutions have, focusing in particular on those that the proposed protocols of this work aim
to solve or improve. One of these drawbacks is the lack of adaptability, i.e., not being able to
adapt to varying environmental factors, etc. In general, different networks are never exactly
the same, but these are typically deployed at different locations with varying conditions or
have different number of nodes, etc. Using the same MAC parameters without modifications
will most likely lead to sub-optimal performance, which, in some cases, result in up to 70 %
deterioration [33] [57]. Especially general-purpose protocols such as CSMA, which have been
designed to be suitable for a wide range of applications, need to be configured properly for
good performance [9]. However, many protocols cannot be adapted or allow for only small
changes limiting possible improvements.

Another disadvantage of many protocols is that these pursue a best-effort approach, i.e.,
they present methods to increase performance, but are not able to specify or quantify it.
For example, in [31] nodes are equipped with multiple antennas or in [93] sink nodes are
placed at selected locations in order to increase reception quality and, therefore, improve
reliability. However, instead of providing a mathematical analysis allowing to calculate the
expected system behavior in advance, these approaches evaluate performance in simulation.
This requires the network to be already set up, which might not be feasible in some cases. In
particular, during network design, it is advantageous to assess performance before an actual
deployment to save costs and speed up the development process.

In addition, many protocols are very complex, e.g., they require synchronization or control
messages to be sent. For example, with TDMA, nodes share a common clock by periodically
synchronizing to beacon messages sent by the sink. This allows to effectively coordinate
transmissions and prevent collisions — each node has a separate slot to transmit. However,
this also comes at the expense of higher complexity, which complicates implementation and
increases costs. Now, in order to reduce complexity, unidirectional communication seems
to be an interesting solution. In such networks, nodes can only send or receive, i.e., data
transfers are one-way only from transmit-only sensors to receive-only sinks. As a result,
no feedback mechanisms can be implemented such as carrier sensing or acknowledgments.
This reduces complexity and costs considerably and has the advantage of improving energy
efficiency, since high protocol overhead is avoided and nodes do not need to monitor the
communication channel [14] [51] [95]. However, on the other hand, transmissions cannot
be coordinated resulting in higher packet loss and decreased reliability. As a result, most
existing protocols are either not reliable or difficult to configure properly [10].

There are many other disadvantages that could be listed here. In summary, it can be said
that existing solutions can still be improved in many respects, e.g., to compensate for the
disadvantages mentioned above. This work addresses some of these problems and introduces
two MAC protocols that offer a novel combination of features improving existing solutions in
several ways. Details are discussed in the next section.

1.2. Contributions

This work presents two MAC protocols that enable reliable communication in low-cost, uni-
directional networks, i.e., an application area where other protocols typically fail to provide
any QoS guarantees. More specifically, these allow for performance improvements compared
to existing solutions from the literature, and provide a novel combination of features that
were not available before. In the following, we will first discuss the principles of the proposed
protocols, list their unique properties and features and, finally, conclude with the remaining
contributions.
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1.2. Contributions

The presented protocols are designed to enable reliable communication at very low com-
plexity to be suitable for low-cost networks. To this end, they are based on unidirectional
communication, where nodes forgo any kind of feedback such as carrier sensing or acknowledg-
ment. Now, in order to prevent possible reliability problems — existing reliable approaches
such as TDMA cannot be used — two special MAC protocols are presented in this work:

• DEEP (deterministic protocol) is designed for full reliability, i.e., it can guarantee
that data always reaches its destination within a specified deadline (when neglecting
external interference). To this end, each node transmits sequences of redundant packets
with constant inter-packet (i.e., backoff) times, thus generating a unique, collision-free
transmission pattern.

• RARE (random reliable protocol) can be configured to a user-specified reliability of
less than 100 %, i.e., it is designed for applications that tolerate some data loss, which,
in return, allows improving other performance metrics such as energy efficiency. Similar
to DEEP, nodes transmit sequences of redundant packets, however, inter-packet times
are random and packet numbers typically smaller.

Both protocols are designed for simplicity and low costs, as commonly required by commer-
cial products such as home automation. In the case of DEEP, full reliability can be guaranteed
under the assumption that external interference can be neglected — such networks are com-
monly located indoors and, therefore, well-shielded by walls. This is particularly useful for
safety-critical applications, for example, heating control or security in a home automation
network. On the other hand, if devices do not need full reliability, e.g., they can tolerate
some data loss, packet numbers can be reduced to save energy in return.

The RARE protocol is also designed to enable reliable data transport in low-cost, uni-
directional networks. However, in contrast to DEEP, it makes use of the fact that many
application do not require full reliability, but can tolerate some data loss. For example, sen-
sors transmitting heart rate and running speed, etc. to a health monitoring application or
temperature sensors reporting data to a weather station. Losing some packets in this con-
text does not negatively impact the system’s performance, as long as a minimum reliability
is not undershot. This avoids the high overhead of full reliability, i.e., the extra time and
energy that must be invested, and allows using a (mathematically) less complex probabilistic
approach.

Note that the focus of this work is on unidirectional networks, since these have been proven
to significantly reduce complexity, energy-consumption and costs [14] [51] [95], which are all
objectives of this work. However, it was observed that the principles of DEEP and RARE
can also be effectively used in bidirectional networks. For this reason, Appendix B contains
an extension of DEEP and RARE for bi-directional networks, called bi-DEEP and bi-RARE,
which implement carrier sensing and acknowledgments. A short comparison between all
protocols is later performed in Chapter 6.

As mentioned before, the proposed protocols DEEP and RARE offer a unique combination
of features, which many other state-of-the-art approaches cannot provide. These are:

• Reliability: Both protocols are reliable, i.e., they can guarantee either full or a con-
figurable level of reliability in the worst case.

• Low Complexity: By omitting synchronization and other control overhead, the pre-
sented MACs are easy to implement and suitable for low-cost networks.

• Analytic Framework: The proposed protocols are based on mathematical frame-
works, which allow calculating the expected system behavior in advance, i.e., without
requiring an actual test bed. In addition, optimal network parameters can be deter-
mined to adapt the system to a given environment for improved performance. This
includes practical factors, such as external interference and clock drift.
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• Energy Efficiency: Packet numbers can be adjusted to lower energy consumption (at
the cost of reliability) when needed, e.g., when slight data loss can be tolerated.

• Flexibility: In contrast to many protocols from the literature, the proposed MACs can
account for arbitrary node types with varying packet lengths and deadlines allowing for
more accurate network models and improved performance.

The remaining contributions can be summarized as follows. Each presented MAC proto-
col is evaluated analytically and by simulation using the OMNeT++ framework [85]. This
includes a comparison to existing approaches from the literature, such as the commonly used
CSMA and TDMA schemes. Results show that the protocols of this work considerable im-
prove reliability, energy-efficiency, etc. and, therefore, typically allow for a higher QoS in
WSNs compared to other state-of-the-art approaches.

1.3. Models and Assumptions

This section describes the network models and underlying assumptions of DEEP and RARE.
To this end, all parameters common to both MAC protocols are introduced, while all other
MAC-specific values are explained later in the corresponding theory chapters, i.e., in Chap-
ter 4 for DEEP and Chapter 5 for RARE. At the end of this section, a model for external
interference is presented.

The underlying WSN consists of n transmit-only nodes and multiple receive-only sinks that
are connected in a single-hop (star-topology) fashion, as shown in Fig. 1.3. Data transfers
can either be triggered by events or periodically depending on the application. To this
end, each sink constantly monitors the communication channel to be able to receive data
packets directly without requiring special mechanisms, such as wakeup messages. In many
applications, this assumptions does not pose any additional restrictions, since sinks are usually
equipped with a larger battery or connected to a continuous power supply. For example, in
home automation, sinks are typically connected to a house’s electric network.

rin

rout

Figure 1.3.: Example of a single-hop WSN with transmit-only nodes (solid circles) and sink
nodes (checked boxes): rin represents the range within which a sink collects
packets, while rout indicates the range in which transmitters can interfere with
each other, e.g., at simultaneous transmissions.

To ensure normal (error-free) operation, data must arrive at the corresponding sink within
an upper time bound or deadline d with d ∈ R>0. If this time is exceeded, the package content
is considered to be outdated and must be discarded. This decreases the QoS of the system —
it will be less responsive — and might cause errors, since too much time has passed between
updates. For example, in the intelligent assembly line from Section 6.1, where the movement
of mobile robots is controlled wirelessly, missing updates for a longer period of time can lead
to collisions between robots and workers. In the case of RARE, at least one packet must

6



1.3. Models and Assumptions

arrive at the sink with a certain probability p in the worst case. For DEEP, which guaran-
tees full reliability, this probability is p = 1 (100 %) and at least one packet always arrives in
the worst case.

Since individual packets can be corrupted, for example, by simultaneous transmissions from
other nodes, each node i transmits a sequence of ki redundant2 packets within its deadline di
with 1 ≤ i ≤ n, 1 ≤ k ≤ n and ki ∈ N. This increases the chance that at least one is received
correctly and, hence, improves reliability. The time between transmissions, called inter-packet
times ti, must be selected accordingly to avoid too many collisions between retransmissions;
here, ti ∈ R>0 and ti ≤ di hold. To this end, DEEP and RARE present different methods to
calculate these values, however, more on this later in Chapter 4 and 5.

Transmitting a packet takes a certain amount of time, depending on the transmission speed
and the size of the data. This time, called packet length, is denoted by li with li ∈ R>0 and
can differ for each node i in the network. Note that li ≤ ti must hold for any i, i.e., each
transmit-only node must be able to send its full packet within a time interval equal to its
inter-packet separation.

Packets can lost as a consequence of interference on the communication channel. This can
either originate from within the network, i.e., when other nodes with overlapping space and
frequency ranges (see ro in Fig. 1.3) transmit simultaneously, or from outside the network,
e.g., from neighboring systems. To this end, similar to many other approaches from the
literature [21] [94], it is (pessimistically) assumed that packets cannot be recovered in the
case of collisions, i.e., there is no capture effect, since this is highly stochastic, depending on
signal strength, node placement and on which parts of the packets overlap [27] [31]. For this
reason, capture effect leads to erratic and non-reproducible results, making it impossible to
provide any worst-case guarantees as aimed in this work.

Lastly, it is assumed that nodes are activated only once within a sufficient large time
interval tact ≥ dmax with dmax being the largest deadline of all nodes in the network, i.e.,
dmax =

n
max
i=1
{di}. This is a logical assumption since multiple activations of the transmitters

lead to unnecessary interference. Of course, tact should not lead to unacceptable delay and
should be tolerable by the application. However, more on this in the individual theory
chapters.

Parameter Description

n number of transmit-only nodes in the network
p reliability (p < 1 for RARE and p = 1 for DEEP)
k number of packets per sequence
d deadline by which at least one packet must arrive at the sink
l packet length, i.e., time needed for transmitting a number of bytes
t inter-packet time, i.e., time between two packet transmissions
tact time after which a node can be triggered anew

Table 1.1.: MAC parameters common to both DEEP and RARE.

Table 1.1 summarizes the previously mentioned parameters that are common to both pro-
tocols. Again, all other MAC-specific parameters will be discussed later in the individual
theory chapters, i.e., in Chapter 4 for DEEP and Chapter 5 for RARE.

The last part of this section presents a model of external interference that will later be
used in the theory part of DEEP and RARE. To this end, let us first start with a short
definition: External interference is defined as noise on the communication channel that can

2Packets must not necessarily be redundant, but can also contain updated data. This can be regarded
as oversampling with an increase in quality, if all packets of the sequence are received, and minimum
acceptable functionality, if only one packet is received within a deadline d.
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occur, for example, when microwaves, wireless toys, etc. are turned on, or when there exist
neighboring WSNs that have not been regarded during the design phase. This noise can alter
and corrupt data transmissions, resulting in a deteriorated system performance. Although
there are numerous ways to mitigate such effects, e.g., by selecting a more robust modulation
scheme or a less noisy frequency channel, as discussed in Section 2.2.2, these cannot always
be avoided. For this reason, a model of external interference is presented that is later used
by both DEEP and RARE to adapt their parameters and, hence, increase their robustness
to external interference.

w2

s1 s2 s3

w1 w3

>lmax >lmax >lmax

Figure 1.4.: An exemplary sequence of external interference pulses at the communication
channel. In this case, the maximum possible duty cycle σ is equal to w3

s3
. Note

that external interference pulses that are separated by less than lmax are con-
sidered to be one single large pulse, since no packet can be sent in this short
time interval. This is the case of the first three pulses in the example, which are
merged into on single pulse of width w1.

Now, in order to model external interference, its maximum duty cycle — denoted by σ —
must be determined, i.e., the greatest possible ratio between pulse width wi to inter-pulse
separation si of external interference — see Fig. 1.4:

σ = max
∀i

(
wi
si

)
, (1.3.1)

where i ∈ N>0 is an index identifying the particular pulse. This σ can be obtained, for
example, by measuring at the communication channel for a sufficiently large time window;
or this may also be known from previous experience. Note that external interference pulses
separated by less than lmax (i.e., the longest packet of all nodes) are considered to be one
single large pulse. This is because minimum overlapping with an external interference pulse
yields packet loss — again, no capture effects are regarded. As a result, no data packet can
be sent between such pulses as shown in Fig. 1.4.

Note that there are other models of external interference in the literature that can be used
for DEEP and RARE as well — an overview can be found in [20]. For example, [22] presents a
method to accurately classify and predict interference and [42] proposes a model that incorpo-
rates effects from the physical layer for higher accuracy. However, [22] has the disadvantaged
of requiring continuous carrier sensing, which strongly increases energy consumption and
complexity, and [42] requires knowledge about the physical layer, which might not always
be available. In contrast, this work offers a simplified model with reduced complexity that
provides a worst-case probability of encountering interference on the communication channel
(i.e., σ). This facilitates integration into DEEP and RARE, since these are also based on a
worst-case analysis.

1.4. Structure of the work

The rest of this work is structured as follows. Chapter 2 covers the basic fundamentals
required for understanding the theory of this work. To this end, it examines the challenges of
wireless communication more closely, redefines the tasks of the MAC layer and discusses its
possibilities and limitations. This also includes a discussion about the differences between uni-
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and bidirectional communication. At the end of this chapter, the commonly-used protocols
TDMA and CSMA are introduced, as these will later be used in simulation in Chapter 6.

Chapter 3 is concerned with related work, for which it first provides an overview of different
working principles and classifications schemes of MAC protocols. The second part then covers
commonly-used strategies and a selection of protocols similar to those presented in this work,
including a discussion about their advantages, disadvantages and differences.

Chapter 4 and Chapter 5 present the unidirectional MAC protocols DEEP and RARE.
Each protocol is introduced with a short overview followed by a stepwise derivation of their
underlying models. To facilitate understanding, base models are derived first that do not con-
sider arbitrary node types with different deadlines, packet lengths, etc., and neglect practical
factors such as external interference. These are then extended separately in later sections.
At the end of each chapter, the protocols and their key findings are summarized shortly.

Note that Appendix B introduces the protocols bi-DEEP and bi-RARE, which are bidirec-
tional extensions of DEEP and RARE that use carrier sensing and acknowledgment schemes.
Towards this, the first part briefly discusses the effects of carrier sensing and acknowledg-
ments, followed by a theoretical part in which the underlying models are gradually derived.
Finally, each protocol is briefly summarized at the end.

Chapter 6 evaluates DEEP and RARE and compares them to other protocols from the lit-
erature (including bi-DEEP and bi-RARE). First, an exemplary case study is introduced to
demonstrate the design of a WSNs and obtain suitable values for the following experiments.
Then, the compared protocols are discussed and two different types of experiments are per-
formed: a numerical evaluation that analyses the worst-case behavior of DEEP and RARE
and a simulation-based evaluation that analyses their average performance and compares
them to other protocols from the literature. At the end, results are summarized.

Chapter 7 finally concludes this work by summarizing DEEP and RARE, discussing their
pros and cons, and listing possible application areas. At the end of this chapter, an outlook
to possible future extensions is provided.
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Chapter 2.

Fundamentals

This chapter covers the basics of wireless communication that are important for understand-
ing the rest of this work. To this end, the first section starts with an explanation of the
communication flow in WSNs using the OSI network model. Next comes a discussion about
the problems and challenges in wireless communication and the possibilities (and limitations)
of MAC protocols to address these. Lastly, the differences between uni- and bidirectional com-
munication are highlighted and the widely-use CSMA and TDMA protocols are introduced.

2.1. The OSI layer model

This section describes the communication flow in more detail, i.e., the different processing
steps that information must undergo to be transmitted/received wirelessly. To this end, the
Open System Interconnection (OSI) model [5] is used to conceptually describe the different
processes within a node. As shown in Fig. 2.1, the OSI model consists of 7 individual layers
or levels, each representing a specific set of functions and processes. The bottommost level,
i.e., the physical layer, forms a connection to the hardware of the node, e.g., the transceiver
circuitry, whereas the uppermost level connects to the application running on the node. All
intermediate levels, either abstract the information when flowing upwards in the model, for
example, convert a raw bit stream into packets and finally into dynamic data containers, or
revert this abstraction when flowing downwards. Regarding wireless communication, trans-
mitting data resembles a flow downwards, i.e., the data of the application has to be converted
into a bit stream to be transmitted on the wireless channel, whereas receiving represents a
flow upwards, i.e., the bit stream has to be demodulated and converted into information that
can be read by the application.

In the following sections, the different OSI layers are examined in more closely, whereby the
focus is on the MAC related layers 1-3. Note that a MAC protocol is typically represented
by layer 2, however, some protocols also use mechanisms from other levels, for example,
modulation [51] (layer 1), routing [24] (layer 3) or other cross-layer functions [8] (layer 1 to
3). The two protocols proposed in this work do not include such cross-layer functions, but
these are solely based on layer 2. More on this later in Section 2.3.

2.1.1. Physical layer

The physical layer (PHY) is the lowest layer in the OSI model and defines the electrical and
physical specification of the data connection. It is connected to the hardware of a node, i.e.,
the radio transceiver, where it controls modulation and encoding of data, which at this point
is just a raw bit stream. The main task of the PHY is to efficiently transmit and receive such
bit streams, which is a challenging task due to numerous physical effects that can possibly
impair communication [84]. One such negative effect is multipath propagation where the
receiver detects multiple versions of the transmitted signal that were reflected off walls or
obstacles. Since these reflections are altered in frequency, phase, etc., they might overlap
and corrupt the actual signal. Another major problem is noise, i.e., when a transmission
is superimposed with random, unknown signals. This is a very common phenomenon, since
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Figure 2.1.: The 7-layer OSI model [5]. A MAC protocol is typically represented by level 2,
however, there is no clear separation and some protocols include methods from
layer 1 and 3, e.g., [8] and [51].

the wireless medium is shared by many nodes and even non-wireless devices can generate
electromagnetic emissions, e.g., sparks in a rotating electric motor. In particular, if the
received signal is very weak, which typically happens when nodes are located far apart, it can
easily be distorted by interference. If this distortion is too strong, the receiver cannot decode
the incoming data stream anymore and bit errors occur, which, in the worst case, lead to
a failed reception. For more information about such effects and other problems in wireless
communication, see Section 2.2.

10111001 mod demodfilter

transmitting node receiving node

10110001

Figure 2.2.: Simplified illustration of the modulation (mod) and demodulation (demod) pro-
cesses of a data transfer between two nodes. In this example, the wireless signal
has been altered during transmission, e.g., by interference, which has caused a
bit error in the received data stream.

Fig. 2.2 depicts the data shaping process of the PHY layer in more detail. Whenever
data needs to be conveyed, the PHY of the transmitting node will receive a binary stream
of information. Since this cannot be transmitted directly, but must be transformed first,
a modulator changes the waveform to an analog signal using a modulation technique, such
as amplitude shift keying (ASK), frequency shift keying (FSK), etc. This makes the signal
transmittable and can, depending on the modulation type, increase energy-efficiency, robust-
ness to inference, transmission range, etc [72]. When the signal is received by a receiving
node, it has been distorted by numerous physical effects and, therefore, has to be filtered and
regenerated first. Finally, it is transformed back into a binary stream using a demodulator
and forwarded to the next higher layer, i.e., the MAC layer. In case there are any errors in
the signal, these can either be corrected in the PHY during filtering, or later in higher layers.
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2.1.2. Medium access control layer

The data link or medium access control (MAC) layer handles the data exchange between two
individual nodes in a network. More specifically, it defines a policy of when and how long
nodes transmit/receive, what data they send and how they behave when a failure occurs,
e.g., retransmit, wait, etc. To this end, it abstracts the raw data stream of the PHY and
converts it into data units called frames or packets.

preamble SFD len CRCpayload

header data content

Figure 2.3.: Structure of a packet transmission [4].

Fig. 2.3 depicts the structure of a packet, which consists of 2 parts: a header containing a
preamble, a start frame delimiter (SFD) and a length code (len) field, and a data part which
holds the payload, i.e., the information (from the upper layers) that needs to be conveyed.

The preamble is required to detect and decode a packet transmission. More specifically,
when data is received, the PHY creates a continuous stream of bits, which must be separated
into pieces (i.e., packets) and filtered from noise and bit errors. To this end, the receiver
continuously searches for the preamble, a special sequence of bits which can be easily differ-
entiated from noise and other transmissions. It indicates the start of a packet and contains
information about phase/frequency offsets needed by the demodulator for decoding. After
the preamble comes the SFD field, another pre-defined sequence of bits that marks the end
of the preamble and the start of the length code, a field storing the remaining data bytes of
the packet. Note that preamble, SFD and length code are the minimum required overhead
contained in every wireless data transmission, independent of its type. This means that
they are equally included in data packets, acknowledgments, beacons, and all other trans-
missions. However, the size and content of these fields depend on the modulation type and
other parameters, such as environmental conditions, etc. — more information in [84].

The second part of a packet is the payload, a data field containing the actual information
that needs to be conveyed. It is generated by upper network layers and typically contains
further structural fields, such as network status, packet priority, etc. However, at the MAC
layer, the content of this data is not known, but only the size of it. Lastly, to improve
robustness and to detect and discard faulty receptions, a field for error detection is added,
for example, a cyclic redundancy check (CRC).

Beside abstracting data streams, the MAC layer also has the task of controlling medium
access in order to guarantee a certain quality of service for data exchange such as reliability,
energy efficiency, timeliness, etc. This can be achieved by various methods, for example,
back-off mechanisms, acknowledgments, carrier sensing and many more. Which strategies
are used strongly depends on the MAC protocol itself, the environment, the application
used, etc. For example, a video transmission system will use different methods than an ultra-
low-power heart-rate sensor that is implanted in a body. A more detailed description of the
possibilities and limitations of the MAC layer can be found in Section 2.3 and an overview
of state-of-the-art MAC protocols in Chapter 3.

2.1.3. Network and host layers

The network layer abstracts the point-to-point (i.e., node-to-node) connection from the MAC
layer into a multi-node network by adding functions such as routing, addressing and traffic
shaping. Routing refers to the transmission of data over several intermediate nodes, i.e., these
receive packets and retransmit them to the next node. Each retransmission, also referred to
as hop, extends the range of the network so that nodes that are not in range of each other
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can now communicate. Addressing, on the other hand, describes the mapping (translation)
of physical addresses in logical ones or names. For example, in computer networks, this
describes the step to replace a PC’s hexadecimal MAC address by an IP address. Lastly, the
networking layer also supports traffic shaping mechanisms, i.e., it can define and manipulate
the payload of packets. For example, if several nodes only have to send very small amounts
of information, e.g., just a few bytes, these can be combined into one larger packet during
routing. This reduces transmission numbers and, therefore, decreases the overhead caused
by packet headers, etc.

 

Star Mesh Cluster Tree

Figure 2.4.: Three common WSN topologies: Star, mesh and cluster tree. Sensor nodes are
depicted as green circles and sinks as crossed red circles.

Fig. 2.4 shows three common WSN topologies, i.e., how the nodes are connected within
the network. In a star network, sensor nodes transmit their data to the sink in a single-hop
fashion, whereas in a mesh network, data can be forwarded over multiple hops to the sink.
Similarly, the cluster tree topology is a mixture of mesh and star, where simple sensor nodes
transmit their data to more elaborate nodes with forwarding capability. These so called
cluster heads then aggregate the sensors’ data and transmit it to the sink. The task of the
network layer hereby is to coordinate data aggregation, addressing and forwarding in order
to allow for efficient communication within the network.

The remaining upper levels, i.e., the host layers (see again Fig. 2.1), stepwise transform the
packet-based communication into a high-level flow of information using sessions, function calls
and other abstracting methods. This allows applications to exchange information without
requiring knowledge about the underlying infrastructure, such as network topology, node
density/location, etc. The topmost layer, i.e., the application layer, directly connects to the
application running on the node, for which it provides an application programming interface
(API) to enable data exchanges.

So far, the previous sections discussed the different steps of communication using the OSI
layer model. The next section now further examine the challenges of wireless communication.

2.2. Challenges in wireless communication

In contrast to wired system, in which devices are connected via cables, wireless nodes com-
municate by emitting electromagnetic waves into the air. Since this is a totally different and
typically more intricate transmission medium, new challenges and problems arise [84]. To
better understand these, the following section provides an overview of the most prominent
challenges that have a major impact on MAC protocol design.

2.2.1. Data corruption and packet loss

A major problem in wireless networks is data corruption, i.e., when signals have been altered
such that the receiving node cannot decode them anymore. This is mainly caused by the open
transmission medium (air): Whenever a node has data to transmit, it radiates an electro-
magnetic signal that can be received by all other devices within a certain range. Conversely,
this also means that a node can be easily interrupted by other nodes, for example, if these
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transmit at the same time. The sink node then receives a superposition of multiple signals,
which typically cannot be decoded anymore, hence, data is lost [97]. Unfortunately, these
simultaneous transmissions are common, since nodes are generally not aware of each other.
In addition, nodes cannot detect if they disrupt other nodes, because they cannot receive and
transmit at the same time — this is due to very large differences between transmitted and
received power, generally in the order of several magnitudes [83].

There are further reasons for data corruption and packet loss. For example, packets can
be corrupted by external interference, i.e., by noise from outside the network generated by
neighboring wireless systems. In addition, physical effects such as fading, shadowing, etc.,
can alternate data transmissions such that the cannot be decoded anymore. This occurs, in
particular, if the communicating nodes are located far away from each other, i.e., when the
received signal is relatively weak [84]. While some of these negative effects can be suppressed
easily, e.g., data loss due to fading can be avoided by locating nodes closer to each other
or by increasing the transmission power, others are more difficult to address. As result, to
enable reliable communication, special mechanisms must be implemented by a MAC protocol
to mitigate these negative effects. More on this later.

Lastly, note that packet collisions do not necessarily lead to data loss, but there is a certain
chance that the strongest packet can be recovered. This physical phenomenon is called
capture effect and typically occurs in networks using frequency-based modulation types such
as frequency shift keying (FSK), etc. [27] [31]. While this effect increases the reliability, it is
also highly stochastic and, therefore, typically does not lead to reproducible results [31]. Note
that the proposed protocols in this thesis neglect capture effect for the reasons mentioned in
Section 1.3, however, there are other approaches that do use it. For more information about
these protocols, see Section 3.2.1.

2.2.2. External interference and clock drift

External interference describes noise on the communication channel that negatively influences
a network by corrupting packet transmissions, etc. It typically originates from neighbor-
ing networks, for example, devices using WiFi, Bluetooth, etc., or other sources generating
electromagnetic emissions, e.g., sparks in a rotating electric motor. Since external interfer-
ence is often highly stochastic, it leads to non-reproducible errors that are generally hard
to avoid. However, there are some possibilities to mitigate negative effects, for example,
change the PHY to use a more robust modulation scheme [51] or change to a less-noisy fre-
quency channel [84]. Further, the MAC layer can implement carrier sensing to detect and
avoid interference pulses or the protocol overhead can be lowered, e.g., by using unidirec-
tional communication, to reduce the active time of a node and, therefore, the chance of being
disrupted. However, more on this later in Section 2.3.

Another common phenomenon that can negatively influence a network’s performance is
clock drift. This effect describes the normally occurring variance in a node’s crystal oscillator
caused, for example, by fabrication-induced variability or temperature changes. Many MAC
protocols, in particular, synchronous approaches require nodes to have a common time base
and rely on their ability to accurately wait certain time intervals. However, clock drift causes
nodes to count time at different rates resulting in longer or shorter waiting times. This can
lead to larger collision numbers due to violated schedules, or increased energy consumption,
since synchronization must be repeated more frequently.

2.2.3. Mobility, hidden terminals and other problems

In contrast to wired systems, where devices are connected via inflexible cables, wireless nodes
are highly mobile and can move freely within a certain from each other. This flexibility enables
many interesting applications, however, it also poses a number of challenges and problems.
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In particular, environmental conditions can change during movements, for example, nodes
might lose connection if they move behind objects or out of range. In addition, in many
mobile networks, nodes can enter and leave the network at arbitrary points in time. This
makes it difficult to coordinate the network and requires additional effort for registering and
de-registering nodes. For example, in intelligent crossroads [55], new cars periodically arrive
at the intersection whereas others leave.

A B

Figure 2.5.: The hidden terminal problem: Node A and B are not within range of each other
(dashed line) and, therefore, cannot detect each other’s transmissions. As a
result, data can be lost at the sink (red circle with cross).

Another common problem is wireless networks are hidden terminals, i.e., when nodes can-
not detect each other’s transmission although they implement carrier sensing — see Fig. 2.5.
This happens if two (or more) nodes A and B that are not in each other’s range (dashed lines)
try to communicate with a sink that is located between them. Since neither A nor B can
detect the other one’s transmission, these overlap at the sink and are corrupted. However,
hidden terminals can be avoided by locating nodes correctly — this is often not feasible —
or by sending a request message before trying to transmit the packet [4], which, however,
increases the protocol’s overhead. Note that unidirectional networks do not experience this
problem, since nodes do not perform carrier sensing.

In summary, there are many more challenges and problems with wireless communication.
While some of them can be solved by careful network design, e.g., interference can be miti-
gated by selecting a less-noisy frequency channel, other problems are more difficult to solve,
e.g., internal network collisions. To this end, special mechanisms need to be implemented by
a MAC protocol to ensure correct network operation. More on these in the next section.

2.3. Possibilities and limitations of MAC protocols

So far, the previous sections have discussed the challenges and problems of wireless commu-
nication. This section now examines the possibilities (and limitations) of a MAC protocol to
address these.

2.3.1. Collision avoidance

The strongest negative impact on performance is typically caused by packet loss, i.e., when
data is corrupted such that the sink cannot decode it anymore. While this is a result of
various effects such as external interference, etc., it is mostly caused by simultaneous trans-
missions within the network [97]. That is, nodes typically transmit on the same frequency
with a relatively high power compared external noise, hence, creating a strong source of in-
terference. Now, in order to suppress this interference, an intuitive approach is to control
network access, such that only one node can transmit at a time. For example, with TDMA,
each node transmits in a dedicated time slot to avoid collisions. This enables very efficient
and highly reliable communication, however, nodes must periodically receive beacon mes-
sages for synchronization, which requires additional energy and worsens complexity — more
on this in Section 2.5.1.
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Another widely-used approach is carrier sensing, where nodes listen for signals on the chan-
nel before trying to transmit. If the channel is free, they transmit their data, whereas if the
channel is blocked, i.e., another transmission or an external interference pulse was detected,
they cancel their packet. This avoids interrupting ongoing transmissions and prevents losing
the node’s own packet, which, due to the blocked channel, would have been lost anyways.
In general, carrier sensing is a very effective and popular method to reduce packet loss that
is implemented by many existing MAC protocols, such as CSMA — this protocol is further
discussed in Section 2.5.2.

lpacket tsettsettsen

dataCS

E

Figure 2.6.: Illustration of a successful packet transmission with carrier sensing

Fig. 2.6 shows the working principle of carrier sensing in more detail. Whenever a node is
triggered by an event E and wants to transmit data, it first senses the channel for tsen time.
Note that the length of tsen is determined by the protocol or the node’s transceiver IC [83].
In case there was no channel activity, the node switches to transmit mode to send its data
and then switches back to receive mode to be ready for the next event, e.g., for receiving an
acknowledgment. In case the channel is blocked, the node directly goes to sleep after tsen
and no data is transmitted. Lastly, note that mode switches are required, since nodes cannot
send and receive at the same time. Instead, they must activate their receiver or transmitter
module within the transceiver IC, which requires tset time [83].

Although carrier sensing greatly reduces the chance of collisions, it cannot fully prevent
them. For example, if it happens that two nodes start carrier sensing at the same time, they
cannot see each other, but will assume that the channel is free. Their packets consequently
collide — see also Appendix B. Similarly, there may also be hidden terminals that cause
collisions. Lastly, note that carrier sensing can only detect that there is activity on the
channel, but it can neither determine what is causing it, e.g., another node or external
interference, nor how many nodes, etc. are involved. As a result, further mechanisms are
required to improve the robustness of a MAC protocol, for example, a retransmission scheme,
as discussed next.

2.3.2. Backoff and retransmission schemes

While the previous chapter examined mechanisms to avoid collisions, this section discusses
how to react when these have happened. To this end, the concepts of backoff, retransmission
and acknowledgment (ACK) schemes are explained and evaluated.

After transmitting a packet, a node does not know whether its data was received success-
fully or not. For this, a separate notification message is required, called an acknowledgment
(ACK). This is realized by sending a small packet containing the address of the node after
receiving its data. As a result, if a node receives an ACK, it know that its data has been
transferred successfully and can then go to sleep mode. However, if no ACK is received
after some time, the node realizes that there was an error and can react accordingly, e.g., by
retransmitting the data.

Fig. 2.7 depicts a successful packet transmission with carrier sensing and ACK — note
that carrier sensing and ACK are generally used together [4] [6] [21]. Whenever a node is
triggered an event E, it first senses the channel and, if it is free, it switches to transmit mode
to send its data packet. After transmission, the node switches to receive mode to listen for
the ACK and goes to sleep mode after receiving it. If no ACK is received, the node can, for
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Figure 2.7.: Illustration of a successful packet transmission with carrier sensing and ACK

example, perform a backoff as discussed next. Otherwise, after receiving the data packet, the
sink switches to transmit mode to send the ACK and then switches back to receive mode to
be able to receive further packets. Note that this last mode switch of the sink is not included
in Fig. 2.7, since, due to the carrier sensing mechanism, there cannot be any transmission
during that time — more in Appendix B.1.

In summary, acknowledgments are an effective method to detect transmission errors. On
the other hand, they also increase complexity and require additional energy and time, there-
fore, increasing the chance of being interrupted, for example, by external interference — more
in the next section. However, ACKs play an important role for many other mechanisms, in
particular, for backoff and retransmission schemes. More on these next.

Now, in case there was a collision and a node did not receive an ACK, it has two pos-
sibilities: (i) it stops transmitting and goes to sleep mode or (ii) it tries to send its data
again. While method (i) can be useful in very energy-restricted networks, most MAC pro-
tocols choose option (ii) and try to retransmit the lost packet to increase communication
reliability. However, retransmitting a packet directly after the collision will most-likely result
in another collision, since other nodes will do the same. To avoid this, each node has to wait
for a specific time, called backoff time, before trying to retransmit. Now, there are several
strategies to determine backoff times, for example, with CSMA (see Section 2.5.2), these are
random, whereas with DEEP (see Section 4), these have a constant, predefined value for each
node. In addition, each MAC protocol also specifies a maximum number of retransmission,
i.e., how often this process is repeated before a node finally aborts. In general, the larger the
retransmission numbers and backoff times, the smaller the collision probability, however, at
the costs of increased energy consumption and delays [34].
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Figure 2.8.: Illustration of a backoff and retransmission scheme

Fig. 2.8 illustrates the working principle of a retransmission scheme for the case of two
nodes. Here, node 1 and 2 start transmitting at the same time leading to a collision of their
packets. As a result, they do not receive an ACK and try to retransmit their data after
waiting for t1 and t2 time. Since these times are different for both nodes, their packets do
not collide again and they can successfully deliver their data.

In summary, most bidirectional protocols deploy carrier sensing and retransmission schemes
to increase the reliability of the network [97]. However, this also adds complexity and over-
head to the protocol, and might not be necessary for every application. In particular, some
applications require to have a low complexity to reduce costs, e.g., by employing cheap hard-
ware [14]. For this, unidirectional communication can be used, which is described next in
more detail.
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2.4. Uni- vs. bidirectional communication

Unidirectional communication describes a very basic communication form, in which data
can only be transmitted in one way from source to sink. That is, nodes can either send or
receive and, hence, allow for simple data transfers without feedback only. More elaborate
mechanisms, such as retransmission, routing, etc. are not possible, which is both beneficial
and disadvantageous as discussed in the following.

Using unidirectional communication can either be a result of physical effects, such as non-
symmetric links, i.e., when data can only be conveyed in one way due to obstacles or special
environmental conditions [88], or because of hardware limitations, e.g., when nodes are not
equipped with a transceiver, but only with a simple transmitter or receiver to reduce costs [14].
However, it can also be a design choice to switch standard bidirectional nodes to receive or
transmit-only mode [10]. Although costs will not be as low as with purely unidirectional
devices, it adds some flexibility, since nodes can switch back to bidirectional operation, for
example, to exchange configuration data.
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Figure 2.9.: Illustration of a bidirectional packet transmission with carrier sensing and ACK
on the left and a unidirectional transmission on the right.

Let us now discuss the advantages of unidirectional communication in more detail. To
this end, Fig. 2.9 depicts the different steps required to transmit a packet in a bidirectional
network with ACK and carrier sensing (on the left) and in a unidirectional network (on the
right). In the case of the bidirectional system, a node first senses the channel for tsen time
to check whether it is free to transmit. In case it is free, it switches its transceiver from
receive to transmit mode to be able to send the packet, which requires tset time including
processing delays, etc. After the packet is sent, the node then switches back to receive mode
and listens for the ACK. In summary, a packet transmission requires tsen+ lpacket+ lack+2tset
time, whereas the unidirectional node, which cannot switch to receive mode, just needs lpacket
time. To emphasize how much larger the overhead for a bidirectional system typically is, let
us now consider an example, where nodes are equipped with the commonly-used transceiver
CC2420 [82]. This chip offers a transmission speed of 250 kbit/s, requires 192µs for each
mode switch and 128µs for carrier sensing. The total overhead generated equals a packet
transmission of 12 bytes for mode switching and 4 bytes for carrier sensing. Now, if we assume
a packet length of 14 bytes and an ACK size of 8 bytes, i.e., both small values that are common
in many sensor networks such as home automation, the bidirectional packet transmission
requires 1.2 ms in total compared to 0.4 ms for the unidirectional one — roughly three times
as long. Clearly, these values strongly depend on the transceiver speed, transmission rate,
packet sizes and many other factors and, therefore, vary with different settings. However,
even for fast transceivers, i.e., those with short switching times, ACKs, carrier sensing, etc.
still add considerable overhead [94].

The larger overhead of bidirectional communication results in several disadvantages: First,
it increases the energy consumption of a node, as the transceiver must be active for a
longer time. Second, this creates a larger amount of traffic, not only because an ACK
must be transmitted, but also because the sink node — which must also switch modes
during a packet reception — cannot listen for other packets while switching modes; these
are then lost or corrupted. In particular, in networks with high data traffic and/or exter-
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nal interference, the additional overhead leads to increased collision numbers and reduced
performance, as analyzed later in simulation in Section 6.4.

Lastly, bidirectional networks typically have a much higher complexity compared to uni-
directional systems, which cannot implement elaborate feedback and control mechanisms.
As discussed before, using unidirectional nodes consequently allows using simpler hardware
such as less-powerful processors, smaller batteries, etc. and can, therefore, strongly decrease
costs [14]. For example, in home automation, a simple unidirectional light switch from
Intertechno1 costs around 15 euros, whereas the price of its bidirectional equivalent from Z-
Wave2 is around 50 euros. Considering that many networks have high numbers of nodes, e.g.,
typically around 30 to 50 devices for home automation, using unidirectional nodes can result
in considerable cost savings.

However, there are also several disadvantages when using unidirectional communication,
in particular, reliability is decreased; no carrier sensing or synchronization is possible, hence,
it is difficult to coordinate transmissions. As a result, most existing protocols cannot be
used, as these rely on such feedback mechanisms. Instead, special MAC protocols need to
be implemented, such as DEEP and RARE. However, before explaining these, the following
sections first cover the current state-of -the-art of MAC protocols, starting with the widely-
used (bidirectional) protocols TDMA and CSMA.

2.5. Major wireless MAC protocols

This section describes the widely-used protocols TDMA and CSMA, which are de-facto stan-
dards for WSNs and used in a large number of applications [28] [33] [52]. Note that these
will later be simulated and compared to DEEP and RARE in Section 6.4.

2.5.1. TDMA

Time Division Multiple Access (TDMA) is a MAC protocol designed for high data rates and
low delays. It is mainly used for mobile telephony and internet (e.g., GSM) for which it is
defined by multiple standards such as 802.16 (WiMax) [1] and DECT [2]. However, TDMA
is also often used for WSNs, especially for those requiring high data rates and low delays [99].

sync slot 1 slot n

TDMA cycle

lpacket lack tsettset tsetlbeacon

slot 1 slot 2sync

tgtg

sync

Figure 2.10.: Illustration of TDMA’s slotted communication structure.

In TDMA, communication is organized in cycles as shown in Fig. 2.10. Each cycle starts
with a beacon message for synchronization, followed by number of dedicated time slots in
which nodes can transmit. In classic TDMA, each node has its own slot allowing for a

1www.intertechno.at
2www.z-wave.com
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collision-free transmission. However, there are other approaches in which slots are either
shared [65] or assigned dynamically [18] [96] — see also Chapter 3. Once a cycle has finished,
i.e., all slots have been processed, another identical cycle starts directly or after a short
waiting time.

Whenever a node wants to transmit data, it waits for its slot to begin and then directly
transmits its packet. To this end, typically no carrier sensing is used, since slots are generally
collision-free. However, many applications implement an ACK scheme to be able to retransmit
data and, therefore, increase robustness against external interference [65] [96].

Note that each slot starts with a guard time interval tg to allow for slight clock inaccuracies.
That is, nodes might drift apart by some time before resynchronizing and, if that drift becomes
too large, they might violate their slot boundaries and collide with nodes from neighboring
slots. To prevent this, both the beacon rate and tg must be adjusted correctly. In general, the
higher the beacon rate, the shorter the time that nodes can drift apart before resynchronizing
and, therefore, tg can have a smaller values. This lowers delays, however, it also increases
energy consumption, since nodes must resynchronize more frequently. Conversely, larger tg
allow lowering the beacon rate, but at the costs of higher delays. How to configure this
correctly depends on the application, i.e., how much energy is available, what oscillators are
used, etc. — an example can be found in Section 6.2. Note that the sink sends a beacon
in every cycle, but sensor nodes only listen for them if they need to synchronize, i.e., at the
configured beacon rate.

In summary, TDMA enables very high data rates and very low delays due to its slotted,
collision-free structure. However, it also suffers from high complexity and communication
overhead, resulting in typically higher costs. Moreover, efficiency is only good at high traffic
loads, since during lower traffic, many slots are empty, while the overhead remains the same.
And lastly, TDMA is rather inflexible, since assigning nodes to slots requires several control
packets to be exchanged. To mitigate these problems, many alternative and/or modified
versions of TDMA have been presented in the literature, as discussed later in Chapter 3.

2.5.2. CSMA

Carrier Sense Multiple Access (CSMA) is a MAC protocol designed for low complexity, costs
and high flexibility. It is used in many prominent applications such as WiFi and Zigbee and
defined by multiple standards such as 802.11 [3] and 802.15.4 [4]. For WSNs, in particular, the
802.15.4 standard is used [16] [59] [94], which defines two CSMA-based protocols: a hybrid
superframe MAC (in slotted, beacon-enabled mode), and classic CSMA (in unslotted mode).
While the first one is designed for applications that require low latencies and a guaranteed
bandwidth, the second one offers low complexity and overhead, similar to DEEP and RARE.
For this reason, only unslotted CSMA is considered for the rest of this work.
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Figure 2.11.: Working principle of CSMA: A node performs a random backoff before every
transmission including the first one. If the transmission fails, the node performs
another random backoff and tries to retransmit, whereby the maximum possible
backoff time becomes larger every time.

Fig. 2.11 depicts the working principle of CSMA as per 802.15.4. Whenever a node is trig-
gered by an event E, it first performs a backoff and then tries to transmit. Before transmission,
carrier sensing is used to assess the channel state and the node only sends its packet if the
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channel is free. In case the channel is blocked or whenever a transmission failed, i.e., no ACK
was received, the node performs a random backoff before trying to retransmit. The backoff
time is calculated using the binary exponential backoff formula rand(1, 2BE − 1) · tbase with
BE being the backoff exponent. The value of BE is increased by 1 every time a transmission
fails, however, it is limited by the contention window defining its minimum and maximum
value — by default this is minBE = 3, maxBE = 5 [4]. As a result, the backoff time be-
comes larger every time a transmission fails, therefore, reducing the chance of a subsequent
collision.

In summary, CSMA is a very flexible protocol with low complexity and overhead. However,
it suffers from reduced performance under high traffic loads, as collision numbers and delays
increase considerably. In addition, CSMA needs to be configured correctly, since performance
is typically low with default parameters [9], which, however, is very challenging due its
complex model [34]. More on CSMA can also be found in the next chapter, where further
state-of-the-art protocols are reviewed.

22



Chapter 3.

Related work

The wide variety of WSN applications with their individual requirements and characteristics
has led to a plethora of different MAC protocols. This chapter provides an overview of
the most common types and strategies and further summarizes those protocols that are
comparable to the ones presented in this work.

3.1. Classification of MAC protocols

In order to categorize the vast amount of different MAC protocols, several classification
methods have been presented in the past. A widely-used approach is to categorize protocols
according to their working principle in contention-based and contention-free protocols [28]
[80]. Contention-based protocols react to contention (e.g., collisions, blocked channels, etc.)
and try to resolve it. For example, CSMA is a contention-based protocol that reacts to
collisions or blocked channels by performing backoffs and retransmissions. Contention-free
protocols, on the other hand, try to avoid collisions, etc. in the first place by implementing
mechanisms such as synchronization. For example, with TDMA, nodes transmit in dedicated
time slots to avoid interference with other nodes.

Another classification described in [48] divides MAC protocols in synchronous, asynchronous
and hybrid techniques, i.e., according to their timing behavior. In synchronous networks, e.g.,
TDMA, nodes share a common time base by periodically adjusting their clocks to each other.
This makes it possible to avoid collisions by, for example, creating schedules in which nodes
transmit at dedicated time instants. Asynchronous protocols such as CSMA, on the other
hand, do not synchronize nodes, but transmissions are uncoordinated and may occur ran-
domly. Lastly, hybrid approaches combine methods both from synchronous and asynchronous
communication, for example, switch between CSMA and TDMA depending on the network
traffic. This allows the system to adapt to changing conditions and use the optimal strategy
for improved performance. Note that although this classification method is very similar to
the previous, contention-based/free one, there are differences. That is, synchronous protocols
must not necessarily be contention-free, but can also be contention-based, e.g., a collision res-
olution scheme for TDMA [65]. Similarly, asynchronous protocols can also be contention-free,
e.g., with persistent CSMA as per 802.11 [3], nodes do not back off if the channel is blocked,
but wait until it is free again and then transmit.

Clearly, there are further classification strategies, for example, it is possible to categorize
protocols according to their properties, e.g., delay-tolerant and delay-sensitive, loss-tolerant
and loss-sensitive etc. [80] In this work, however, only a brief overview of the most common
protocols and strategies is provided, hence, the synchronous, asynchronous and hybrid clas-
sification is used for the rest of this work. That is, it is universal, i.e., it can accurately
classify most protocol types, and is widely used in the literature [28] [47] [48]. In the follow-
ing sections, the individual categories are explained in more detail and commonly-used MAC
protocols are summarized for each category.
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3.1.1. Synchronous

In synchronous networks, nodes typically share a common clock by periodically sending bea-
con messages or by synchronizing to external events. This allows them to efficiently sched-
ule transmissions and sleeping times [35] [52], resulting in high maximum throughput and
bounded delays. On the other hand, synchrony comes at the cost of additional energy con-
sumption and complexity, making it less suitable for networks with long idle times or for
environments with high levels of external interference, as control messages can be lost as
well [99].

The most well-known synchronous protocol is TDMA, which is defined by multiple stan-
dards [1] [2] and used by many prominent applications such as mobile telephony and internet
(e.g., GSM and LTE) [1]. It consists in nodes sending their data in dedicated time slots
to avoid collisions, whereby synchronization is maintained by periodically receiving beacon
messages from a central node. This enables a very high channel efficiency of up to 100 %
and short delays, however, there are also some drawbacks. In particular, TDMA suffers from
decreased efficiency during low traffic load, i.e., when most nodes are idle. In this case, many
slots will be empty, which decreases the overall efficiency. In addition, TDMA is rather in-
flexibility, since assigning nodes to slots requires several control messages to be exchanged.
Especially in mobile networks, where nodes can enter or leave the network at arbitrary point
in time, this generates considerable overhead.

To solve these problems and improve the performance of classic TDMA, several extension
and modifications have been presented in the past. For example, in [65] slots are assigned to
multiple nodes to shorten the overall cycle length and reduce the number of unused (wasted)
slots. Since this results in possible collisions, e.g., when multiple nodes transmit within the
same slot, a collision resolution scheme is presented, which generates a number of additional
slots upon collisions to enable retransmissions of lost data. This considerably decreases delay
and energy consumption compared to classic TDMA, however, benefits diminish for higher
traffic, since many additional slots must be generated to resolve conflicts. Another approach
in [96] dynamically adapts its schedule, i.e., slot numbers and times, to changing traffic
and network conditions. This allows minimizing idle slots and cycle times, however, it adds
additional complexity to the network and is only suited for slowly changing, non-random
traffic.

There are further synchronous MAC protocols, for example, in [41] [86], nodes adjust their
transmission intervals using prediction algorithms to maximize sleep times and reduce energy
consumption. Or in [30], nodes are synchronized so that concurrent transmissions of the same
packet do not lead to packet loss, which is particularly interesting for network flooding, i.e.,
when certain data has to be distributed to all nodes in the network. In summary, these
protocols allow for good energy efficiency and/or high throughputs, however, they still have
the disadvantages of synchronous communication, i.e., a high complexity and vulnerability
to external interference.

3.1.2. Asynchronous

Asynchronous MAC protocols forgo any synchronization, but instead implement mechanisms
such as random back-off or retransmission schemes to increase reliability. They offer good
energy efficiency and high flexibility, making them ideal for dynamic, low-cost networks. On
the other hand, since transmissions are uncoordinated, they incur in higher packet loss rates
and a typically unbounded delay, especially for higher network traffic.

A very well-known asynchronous protocol is CSMA, which is used by many prominent
applications such as WiFi and Zigbee and defined by several standards such as 802.11 [3]
and 802.15.4 [4]. In contrast to TDMA, transmissions are not coordinated, but nodes can
send their packets at arbitrary points in time. Since this leads to conflicts with other nodes,
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backoff, carrier sensing and retransmission schemes are implemented to reduce contention
and improve the chance of a successful transmission — see also Section 2.5.2. In summary,
this enables low-complex and highly-flexible communication, however, during high traffic, the
performance quickly degrades due to high collision numbers — this is further evaluated in
Section 6.4.

Another problem of CSMA is that it is general purpose, i.e., it is designed to be suitable for
a wide range of applications. While this allows CSMA to be used nearly everywhere, it also
means that MAC parameters such as backoff times, packet numbers, etc., are typically not
configured correctly for a specific application. Although these can still be adjusted, finding
the optimal setting is difficult due to high complexity [34], while without adaption, i.e., with
default parameters, performance is often low [9]. To solve this problem, numerous modifica-
tions have been proposed, for example, dynamic, learning-based adaption of parameters [16]
or a modified backoff scheme [59]. These typically improve the average performance, however,
also lead to increased complexity and a lower worst-case performance.

There are many other protocols based on asynchronous communication. For example,
in [6], nodes change their data transmission interval depending on how many packets were
lost in the past or in [25] packet lengths are adjusted depending on the current network load.
In summary, these allow for highly flexible communication at (typically) low complexity,
however, the disadvantages of asynchronous communication remain. That is, these typically
cannot provide guarantees on performance in the worst case and do not perform well under
very high traffic loads.

3.1.3. Hybrid

Hybrid MAC protocols try to combine the advantages of synchronous and asynchronous
approaches. This can, for example, be done by switching from CSMA to TDMA under high
contention [99] or by creating a super frame, which divides transmission time in synchronous
and asynchronous slots [4] [78]. Although these approaches increase the average reliability,
they incur additional complexity and are usually limited to the performance of either TDMA
or CSMA in the worst case.

A commonly-used hybrid protocol is slotted (beacon-enabled) CSMA as defined in the
IEEE standard 802.15.4 [4]. It is based on superframes which divide transmission time into
an asynchronous contention-access period (CAP) and a synchronous contention-free period
(CFP). In CFP, a small number of registered nodes can reliably transmit data in individual
time slots similar to TDMA. In CAP, the more flexible but less reliable classic (unslotted)
CSMA is used for transferring data, e.g., for low priority nodes that tolerate slight data loss or
new nodes that want to register for the CFP. In summary, this hybrid superframe allows for
both highly flexible and reliable data transfers. Nevertheless, the overall complexity is higher
compared to standard CSMA and TDMA and, in the worst case, performance is limited to
either CSMA (in CAP) or TDMA (in CFP).

Other hybrid protocols implement collision resolution schemes, i.e., mechanisms that sep-
arate colliding packets to allow for a collision-free retransmission [43] [61]. For example, with
Strawman [61], nodes send a contention packet of random length whenever their data col-
lided and they did not receive an ACK. The receiver then selects the node with the longest
packet and transmits a decision message. This process is then repeated until all collisions
are resolved. In summary, Strawman allows for fast collision resolution, however, its random
nature makes it not suitable for real-time applications. Another protocol, called Stairs [43],
tries to speed up the resolution process by using the received signal strength indicator (RSSI)
to determine the number of contending nodes and create a schedule. This greatly reduces
the number of required contention packets, however, the use of the RSSI channel is highly
error-prone and works only for a low number of contenders, as it quickly starts to saturate.
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There are many other hybrid MAC protocols in the literature. In summary, these gen-
erally improve the average performance of the network, however, at the costs of increased
complexity, slower reaction times to events (i.e., longer delays) and decreased worst-case
performance [65]. In the following sections, further strategies are presented to improve the
performance of a network such as delay, reliability etc.

3.2. Protocol strategies

This section provides an overview of common mechanisms and strategies used by many MAC
protocols to improve the quality of service (QoS) of the network. Note that these are inde-
pendent of the previously discussed classifications of a MAC. For example, the capture effect
can be used in both synchronous, asynchronous as well as hybrid networks.

3.2.1. Capture effect and node placement

The capture effect describes the physical phenomenon that there is a certain chance (i.e., a
capture rate) that the strongest packet can be recovered in the event of a collision. This effect
occurs in all networks that implement frequency-based modulation types such as frequency
shift keying (FSK), direct-sequence spread spectrum (DSSS), etc. [36] and can noticeable
reduce collision numbers and, therefore, improve energy consumption, reliability, etc. of the
network [27] [31]. To increase the capture rate and, therefore, the positive effects, several
approaches have been presented in the past. For example, [93] defines a policy for the optimal
node placement and [31] analyses how the number of sinks in a network influences the capture
rate. Results show that packet loss can be reduced considerably, e.g., by up to 35 % when
using three correctly-placed receivers instead of only one [93].

Despite many advantages, the capture effect also has numerous drawbacks. In particular,
its highly stochastic nature makes it impossible to perform any worst-case analysis and to
provide any guarantees on performance. That is, the capture rate depends on many, often
random factors such as node location, which parts of the packets overlap, modulation type
and many more [31]. In addition, at most one packet can be recovered in the case of a
collision — all other are lost — which limits the maximum performance gain to 50 %. Lastly,
fairness [27] is poor, meaning that nodes located far away from the receiver can potentially
starve, because closer nodes always have higher signal strengths. In summary, these negative
effects are the reason that this thesis and many other works [10] [21] [94] do not consider
capture effect, but pessimistically assume that packets cannot be recovered in the case of a
collision — see also Section 1.3.

Another commonly-used strategy is to place nodes at selected locations to improve the
performance of the network, for example, by reducing interference between neighboring nodes
or improving the capture rate as discussed above. In [23], the authors came to the conclusion
that positioning the sink nodes correctly can greatly reduce the energy consumption, since
sensors can reduce their transmission power to reach the sink; this is also called transmission
power control (TPC) [89]. However, such strategies are only suitable for static networks
where nodes do not move and may not be feasible for applications where node position are
already fixed.

3.2.2. Clustering and data aggregation

Clustering describes the strategy of dividing a network into smaller groups of nodes (clus-
ters) [7]. Each sensor then transmits its data to a local sink, called cluster-head, which
combines all packets and forwards them to the main sink, see Fig. 3.1. This allows sensors
to reduce their transmission power — cluster-heads are typically located closer — improving
energy consumption and reducing interference between neighboring nodes and clusters [89].
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Further, clustering offloads complexity from sensor nodes to cluster heads, which allows using
simpler and, hence, more cost- and energy-efficient sensor nodes. This is exploited in [14]
where the authors replace the large number of sensor nodes with cheaper unidirectional ones
to save costs. However, there are also drawbacks. In particular, data must always be con-
veyed via cluster head adding another hop and, therefore, another error source. If the cluster
head loses packets, all the previously collected information is lost.

Figure 3.1.: Simplified illustration of clustering: In a regular network (left), nodes transmit
data directly to the sink, whereas in a clustered network (right), data is trans-
mitted to a local sink (cluster head) which then forwards it to the main sink.

Another common strategy is data aggregation. It describes the process of collecting and
processing data before forwarding it to the sink in order to reduce packet sizes and/or trans-
mission numbers [92]. This method is mainly used in multi-hop networks, such as the previ-
ously mentioned clustered systems, however, it can also be used in single-hop networks. That
is, sensor nodes can collect multiple samples before transmitting them in a single packet [90].
In general, data aggregation greatly reduces overhead and, therefore prolongs the network
(battery) lifetime. For example, in [53], battery life could be extended by up to two times.
However, data aggregation typically causes long delays, since data gathering and processing
requires time. As a consequence, it is typically only suitable for slower applications such as
environmental monitoring [92], but generally not for real-time applications.

3.2.3. Duty cycling

Nodes are typically battery powered and, hence, must economize on energy. A very straight-
forward approach to reduce energy consumption is duty cycling, i.e., to put nodes into sleep
mode and only wake them up for very short moments. The smaller the duty cycle, i.e., the
ratio of active time compared to total time, the more energy efficient a network is. On the
other hand, a smaller duty cycle also leads to longer inactive (sleep) times in which nodes
cannot communicate. For example, a sink cannot receive packets in sleep mode, but these
are lost. To avoid this problem, several approaches have been presented in the past that en-
sure that nodes wake up at the right time. For example, in [98], nodes periodically wake up
and shortly listen for incoming data traffic. If they receive a wake-up message, i.e., an empty
packet that signals a transmission request, they wake up to receive the following packet. This
is a very simple approach with good performance, however, it requires relatively long wakeup
messages to be sent — these must be larger than the wakeup interval to be safely detected
— prolonging delays and increasing energy consumption. Another approach in [35] tries to
avoid these long wakeup messages by synchronizing nodes so that they sleep and wake up
according to a schedule. This greatly improves delay and energy consumption, however, it
also adds complexity and might not be suitable for larger networks, as synchronization is
difficult to maintain.

In general, duty cycling is an effective strategy to reduce the energy consumption of a
network and prolong its lifetime. For example, in [13], the authors achieved a six times
longer battery lifetime. However, on the other hand, duty cycling is typically only suitable
for networks with low event activity, i.e., where nodes do not have to wake up frequently to
not generate too much overhead. In addition, it causes large delays making it less suitable
for time-sensitive systems.
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3.2.4. Miscellaneous

There are many further strategies that aim to improve the QoS of a network. For example,
Pereira et al. [70] propose a dominance protocol similar to CAN, in which nodes bitwise
transmit their priority before data packets. A logic 1 is dominant and nodes transmit a short
pulse, whereas a logic 0 is recessive and nodes listen and drop out if they sense a pulse. This
approach is very robust, however, it also incurs in long delays, since nodes must often switch
between receive and transmit mode.

Another common strategy is to implement special modulation schemes, for example, the
authors in [45] propose a modulation that increases data rate and energy efficiency. However,
such approaches are not very practical, since they require special, non-standard transceivers
and, therefore, cannot be used with most existing hardware.

Many protocols also implement channel hopping, i.e., a mechanism where nodes periodically
switch radio channels to reduce interference. For example, the approach in [81] can greatly
improve the packet reception ratio, however, at the costs of a strongly increased complexity
and energy consumption. In summary, there are many more strategies, all aiming to improve
certain quality aspects of a network. For more information see also [74].

3.3. Related MAC protocols

While the previous sections discussed the different types and strategies of MAC protocols,
this section now provides an overview of those protocols that a similar to the ones proposed in
this thesis. The focus hereby is particularly on reliable and unidirectional protocols, however,
also hybrid and unacknowledged approaches have been included for the sake of completeness.
That is, these follow a similar strategy, i.e., they try to reduce communication overhead,
complexity, etc., while maintaining a certain QoS.

The two protocols presented in [14] [71] use a hybrid approach, i.e., they are composed of
a high number of transmit-only nodes forming clusters for cost reduction and so-called clus-
ter heads with reception capability. Cluster heads collect packets from their corresponding
transmit-only clusters and forward them to receivers. Since they can acknowledge packets
and perform carrier sensing, more sophisticated communication schemes can be implemented
upon them. For example in [71], cluster heads use a configurable receiver that only collects
data packets complying with a pre-specified signal strength. By this, signals from neighbor-
ing clusters can be filtered out reducing interference and collision rates. However, if many
cluster heads are used, costs and energy consumption increase rapidly. Moreover, these meth-
ods cannot provide any reliability guarantees and packets may potentially never reach their
receivers due to collisions, in particular, within a transmit-only cluster.

Another hybrid approach presented in [95] also consists of two sensor node types: low-
priority, transmit-only nodes (LP-nodes) and high-priority, bidirectional nodes (HP-nodes).
Both node types are triggered periodically and transmit a number of redundant data packets
with constant inter-packet times. These times are known by the sink, which uses them to
schedule HP nodes to transmit in vacant time slots. As a result, HP-nodes do not collide with
LP-nodes and the overall transmission reliability increases. However, this approach again
incurs in increased costs and energy usage, since the resulting improvement in reliability
strongly depends on the number of HP-nodes. Further, it assumes that nodes are triggered
periodically in a known interval, which is not practicable in event-triggered applications. In
contrast, the protocols proposed in this thesis are applicable to both periodic and event-
triggered scenarios.

Other approaches [37] [38] use backscatter communication to reduce costs and energy
consumption of nodes. For example in RFID systems [37], a sink node (reader) transmits
a radio signal, which sensor nodes (tags) can use as a power source and as a carrier for
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reflecting back their encoded data. Similar to classic transmit-only systems, backscattering
does not allow tags to detect transmissions from other tags [17]. However, in contrast,
the reader’s carrier signal allows synchronization or waking up tags with specific IDs. As a
consequence, most existing backscattering systems either use variants of Aloha and TDMA or
tree search methods that aim to avoid collisions by identifying only one tag at a time. These
benefits, however, also come with some major drawbacks. In particular, backscattering is
not well-suited for applications such as home automation, where devices have long idle times,
e.g., in the order of hours, but upon activation, data must be transmitted timely. Since
backscattering is receiver initiated, the sink either has to pull for data periodically, which
adds additional delay, or provide a continuous data signal, being especially problematic in
(typical) settings with multiple sink nodes.

An unacknowledged MAC for slotted CSMA (as per 802.15.4) has been presented in [94].
Here, nodes use carrier sensing to locally measure busy channel probabilities and to estimate
reliability. These values are then used to tune MAC parameters, in particular, contention
window sizes are changed to prolong or shorten backoff times. This improves performance
and allows reaching the same reliability as acknowledged CSMA, while in return having a
lower energy consumption by missing ACKs. However, this protocol is based on a heuristic
algorithm to estimate average reliability and cannot provide any guarantees on its worst-case
behavior.

In [21], another unacknowledged CSMA mechanism was presented that uses a modified
RSSI (received signal strength indication) to obtain additional information about interfering
sources and decide whether to transmit or to back off instead. This increases the average
performance compared to classic CSMA [21]; however, no analysis framework is provided for
assessing the worst-case performance.

In the context of purely unidirectional networks, Zhang et al. presented a protocol taking
advantage of capture effect, i.e., it assumes that there is a certain chance (i.e., a capture rate)
that the strongest packet can be recovered in the event of a collision — see also Section 3.2.1.
To maximize the capture rate, the authors present policies to determine the optimal number
of receivers in a network as well as their (physical) placement. Results show that packet
loss can be reduced by 35 % when using three correctly-placed receivers instead of only one.
However, this approach has a number of drawbacks, for example, it is not well suited for
mobile networks, as receivers would have to be relocated continuously for good performance.
In addition, capture effect causes poor fairness [27], meaning that nodes located far away from
the receiver can potentially starve, because closer nodes always have higher signal strengths.
Lastly, in contrast to the proposed protocols DEEP and RARE, this protocol is unable to
provide any kind of worst-case guarantees due to the highly stochastic nature of capture
effect [31].

Another unidirectional approach called Timing Channel Aloha (TC-Aloha) has been pro-
posed by Galluccio et al. [32]. This scheme encodes parts of the information in the inter-packet
separation of the different nodes. As a result, the packet length and transmission time can
be reduced, thus, decreasing energy consumption and the probability of packet collision. In
order to improve reliability, packets are transmitted multiple times. Clearly, to recover the in-
formation embedded in the inter-packet separation, at least two packets must be received. By
an analytical framework and experimental results, Galluccio et al. [32] prove that TC-Aloha
increases data throughput; however, no guarantees can be given on whether data always
reaches the corresponding receivers on time.

In [87], Weißenhorn and Hirt proposed a probabilistic approach similar to RARE that al-
lows quantifying the collision probability of periodic data packets. However, the analysis is
limited to the collision probability of individual data packets and does not consider the proba-
bility of loosing a given number of consecutive packets, which, however, is more common [32].
As a result, [87] can only be used by a small set of applications.
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In [19], Cardell-Oliver et al. evaluated three different error control strategies typically used
in unidirectional networks: temporal diversity, spatial diversity and code-based methods. In
temporal diversity, data packets are, for example, transmitted repeatedly at different times,
while spatial diversity aims to separate devices geographically such that they do not fall within
each other’s range and, hence, cannot interfere with one another. Code-based methods add
redundant data, which can be used by the receiver to correct damaged packets. However,
the increased packet length leads to less energy efficiency and higher collision probability
due to longer transmission times. Cardell-Oliver et al. further concluded that temporal and
spatial diversity generally yield better results than code-based strategies, in particular for
indoor scenarios [19]. Note that both DEEP and RARE make use of temporal diversity, i.e.,
they transmit data at selected point in time. By contrast, spatial diversity was intentionally
omitted due to its limited flexibility — see Section 3.2.1.

Andersson et al. [10] presented a unidirectional protocol similar to DEEP that can guar-
antee that data always reaches its destination in the worst-case. To this end, each node
transmits its data as sequences of redundant packets with constant inter-packet times. In
contrast to DEEP, inter-packet times are selected via ILP (integer linear programming) min-
imizing the transmission durations of all sequences of packets. However, due to the high
complexity of the problem, patterns for only a small number of nodes can be found in an ac-
ceptable time. To address this concern, Andersson et al. presented an alternative algorithm
that heuristically searches for transmission patterns [11]. Although this second algorithm is
considerably faster than their ILP-based approach, it is still time-consuming as shown later
in an experimental evaluation in Section 6.3 and in simulation in Chapter 6.4.

In this thesis, two MAC protocols are presented that enable highly reliable communication
in unidirectional WSNs. In contrast to the aforementioned solutions, these do not pursue
a best effort approach, but provide frameworks that allow calculating their expected worst-
case performance. To this end, node specific parameters and practical factor such as external
interference are regarded during calculations, resulting in a typically better performance
than fixed-parameter MACs, such as CSMA. The presented approaches are general and can
be applied to a wide variety of different applications using commonly available hardware.
More on this in the following chapters.
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The DEEP protocol

The Deterministic Protocol (DEEP) is designed to enable fully reliable communication in low-
cost, unidirectional networks, i.e., it can guarantee that data always reaches its destination
in the worst case (without interference, more on this later). Originally, it has been designed
to be used in home and building automation, an area that particularly strives for lost costs
to be attractive for consumers. These networks mainly consist of sensors that solely report
data to a sink for which no external control or feedback are needed [95] and, hence, allow
unidirectional nodes to be used. The DEEP protocol enables reliable communication, which
is required by some safety-critical devices, such as heating controllers or security; these were
typically based on bidirectional communication previously to avoid unreliability issues. Note
that DEEP can also be used for many other applications, in particular, those that require
both high reliability and low complexity. An overview about exemplary application areas can
be found in Section 7.1.

Before examining the working principle of the DEEP protocol, let us shortly recall the
underlying models and assumptions, as discussed previously in Section 1.3. That is, the
network consists of n transmit-only nodes and multiple receive-only sinks that are connected
in a single-hop (star-topology) fashion. Data transfers can either be triggered by events
or occur periodically, and at least one packet must arrive within a deadline d at the sink
to ensure normal (error-free) operation. Lastly, it is assumed that packet loss originates
from simultaneous transmissions, whereas external interference is neglected1 and analyzed
separately.

E

t0+ti t0+dit0

1 2 k

t0+(k-1)ti

Figure 4.1.: Working principle of DEEP: After being activated by an event E, node i starts
transmitting a sequence of ki redundant data packets with constant inter-packet
times ti within a deadline di.

Fig. 4.1 depicts the working principle of DEEP in more details. Whenever a node i is
triggered by an event E, it starts transmitting ki redundant packets with constant inter-
packet times ti with 0 ≤ ki ≤ n, 0 ≤ i ≤ n and ti ∈ R>0. Each packet has a length of li
and must be transmitted before a deadline di; both parameters depend on the type of node,
e.g., a temperature sensor usually requires more data to be sent than a simple light switch,
which, however, must transmit its data faster, i.e., within a shorter deadline. Now, there are
several different parameters, which must be considered during protocol design. In the case
of the network size n, deadline di and packet size li, these are determined by the application

1Note that applications such as home automation are typically deployed indoors and, therefore, well-shielded
from outside by walls. In addition, interference can be reduced considerably by choosing a robust modu-
lation scheme or a less-noisy frequency channel, as mentioned previously in Section 2.2.2.
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and are known in advance. The packet number ki and inter-packet times ti, on the other
hand, must still be selected. To this end, the next section introduces a mathematical model
to calculate these values.

Lastly, note that the DEEP protocol has been previously published in [68] and [69]. More
specifically, [69] contains the base model from Section 4.1, whereas [67] published the extended
model with arbitrary node types from Section 4.2.

4.1. Analytic model

This sections gradually derives a mathematical framework to calculate the missing network
parameters ki and ti. To this end, a simplified system with only one node type is considered in
order to reduce complexity and facilitate understanding. One node type means that all nodes
in the network are the same, i.e., they have the same packet length and deadline (denoted by
lmax and dmax). Although this seems to be a very restrictive assumption, such networks are
quite common. That is, many WSNs only monitor a few environmental conditions for which
one node type is sufficient, e.g., a weather network usually consists of temperature/humidity
sensors only. In case this is not possible, but there are different types, these can be converted
into one type by pessimistically assuming the shortest deadline and longest packet length

for them, i.e., dmax =
n

min
i=1
{di} and lmax =

n
max
i=1
{li}. For example, if we have a temperature

sensor that needs to transmit 24 bytes data within 5 minutes and a light switch with 8 byte
data and 500 ms deadline, these can be safely converted to one node type with dmax = 500 ms
and lmax = 24 bytes.

The above assumption has the advantage that complexity is greatly reduced and thus an
analytical (mathematical) model can be used. As we will see later, different node types with
arbitrary deadlines and packet sizes increase complexity considerably and, hence, require
a heuristic search algorithm instead. Although this has several benefits as discussed later,
the analytical framework allows calculating performance and parameters via formulas in
considerably less time and at much lower computational complexity.

4.1.1. Selecting packet numbers

For a reliable communication, it has to be guaranteed that at least one packet reaches its
corresponding receiver within a pre-specified dmax. Towards this, we first obtain the worst-
case number of packets that need to be transmitted by any node in the system. This is stated
in the following lemma.

Lemma 1. Let us consider a set of n independent transmit-only nodes, which are activated
once within a time interval of length tact and transmit a sequence of ki packets within dmax
where dmax < tact. If tact ≥ 2 · dmax holds, it cannot be avoided that at least n− 1 packets out
of ki be lost independent of the inter-packet time ti of the different nodes.

Proof. Nodes are independent of each other and can be triggered at arbitrary points in time.
It might be the case that every time a node tries to transmit a packet, this gets interfered by
a packet of another node being activated at that time independent of the inter-packet time
ti of the different nodes. As a result, the corresponding packets are lost.

Let us assume that node j starts transmitting at time t0. By assumption, this then sends
kj packets within [t0, dmax] with a constant inter-packet time tj . In the worst case, this node
sends its last packet at time t0 + dmax − lmax such that this packet is fully transmitted by
t0 +dmax. If node i starts transmitting its ki packets at time t0 +dmax− lmax, the last packet
of node j and the first packet of node i will be lost. If the remaining n−2 nodes in the system
get activated at t0 +dmax− lmax+αi · ti where αi is an integer number and 1 ≤ αi ≤ n−2, all
first n− 1 packets of node i will be lost independent of any inter-packet time in the system.

32



4.1. Analytic model

Now let us further assume that the n-th packet of node i is sent at t0 + 2 · dmax − 2 · lmax
such that it finishes being sent by t0 + 2 · dmax − lmax (i.e., within dmax from the activation
time of node i). This packet of node i will only be able to reach its receiver, if node j is not
activated anew until time t0 + 2 · dmax − lmax. Since the minimum overlapping between any
two packets yields packet loss, in order that node i’s n-th packet is not interfered by node j,
this latter should not be activated anew until t0 + 2 · dmax – see illustration in Fig. 4.2. The
lemma follows.

dmax

lmax

Figure 4.2.: Illustration of Lemma 1 for the case of three nodes. The last packet of the top
node interferes with the first packet of the bottom node. Given that the second
packet of the bottom node might also be lost, its third (and last) packet can only
be guaranteed to reach its receiver, if the top node is forced to wait for at least
dmax time before transmitting anew.

As a result of the above lemma, each node needs to transmit a minimum of n packets
in order that at least one reaches the receiver within dmax, i.e., ki = n for 1 ≤ i ≤ n. In
addition, each node should only be activated once with tact ≥ 2 · dmax, meaning that there is
a transmission pause of at least dmax after each sequence.

Lemma 1 only considers the first packet being sent by each node in the system. However,
each node sends a sequence of n packets. Any of these subsequent packets may collide with
other packets of the different nodes leading to interference. As a result, Lemma 1 states
necessary, but not sufficient conditions for a reliable communication. In other words, to
guarantee that at least one packet reaches the receiver in the worst case, we need to perform
a more detailed analysis.

4.1.2. Deriving inter-packet times

In principle, from the above discussion, we know that a packet from one node can be interfered
by a packet of another node sending at the same time. In addition, the minimum overlapping
between any two packets leads to packet loss, since data can be corrupted. The following
theorem states a necessary and sufficient condition for guaranteeing that, among the n packets
sent by a node, at least one of them reaches its receiver.

Theorem 1. Let us consider a set of n independent transmit-only nodes. Each of them sends
a sequence of n packets within dmax and is activated at most once within tact = 2 · dmax. At
least one packet of each node can be guaranteed to reach its receiver, if the following condition
holds for 1 ≤ i ≤ n, 1 ≤ j ≤ n, 1 ≤ αi ≤ n− 1, and i 6= j:

mod

(
αi · ti
tj

)
≥ 2 · lmax, (4.1.1)

where mod (·) is the modulo operation, lmax is the maximum length of a packet, while ti and
tj are the (constant) inter-packet times of the i-th and the j-th node respectively.

The proof of Theorem 1 can be found in Appendix A.1. Now, in order to facilitate under-
standing and to visualize the above theorem, let us consider the following corollary.
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lmax

2lmax

tmin

Figure 4.3.: Illustration of Corollary 1 for n = 3. In the case of a simultaneous activation, if
(4.1.1) holds, the first packet of each node will get lost. However, there will be
no further packet losses for the next two packets (i.e., n− 1) of each node.

Corollary 1. Let us assume that, according to Theorem 1, (4.1.1) holds for 1 ≤ i ≤ n,
1 ≤ j ≤ n, 1 ≤ αi ≤ n−1, and i 6= j. If all n transmit-only nodes are activated simultaneously
at time t0, the first packet of each such nodes will be lost; however, there will be no more
packet losses in [t0, t0 + (n− 1) · ti] for 1 ≤ i ≤ n.

Proof. Let us consider that any pair of nodes i and j where i 6= j are activated together at
time t0. If (4.1.1) holds for 1 ≤ αi ≤ n − 1, there is at least 2 · lmax space between any
packets of i and j in [ti, (n − 1) · ti]. This means that, with exception of the first packets
sent at t0, there is no overlapping between packets of node i and j in [t0, (n − 1) · ti] – see
illustration in Fig. 4.3. Further, if (4.1.1) holds for all i and j where i 6= j, no packets are lost
in [t0, (n− 1) · ti] and 1 ≤ i ≤ n besides the first one sent at t0 by each node. The corollary
follows.

Theorem 1 allows us to guarantee that at least one packet of each node reaches its corre-
sponding receiver within dmax, provided that each node send n packets within dmax. However,
it does not help select the values of ti for each of the nodes. To this end, let us consider the
following analysis.

Lemma 2. Let us consider a set of n independent transmit-only nodes. Each of them sends
a sequence of n packets within dmax and is activated at most once within tact = 2 · dmax.
In order to guarantee that at least one packet of each such nodes reaches its corresponding
receiver, the following condition must hold for any ti and ti−1 where 1 < i ≤ n:

ti − ti−1 ≥ 2 · lmax. (4.1.2)

given that ti−1 < ti < 2 · ti−1 holds, i.e., b ti
ti−1
c = 1.

Proof. According to Theorem 1, if (4.1.1) holds for all i and j where i 6= j and 1 ≤ αi ≤ n−1,
it can be guaranteed that at least one packet of each node reaches its corresponding receiver.

Now, for a any i, j = i−1, and αi = 1, from (4.1.1) we have mod
(

ti
ti−1

)
≥ 2 · lmax, which

again has to hold according to Theorem 1. Since ti > ti−1 and b ti
ti−1
c = 1 hold for 1 < i ≤ n,

we have that ti − ti−1 ≥ 2 · lmax and the lemma follows.

Theorem 2. Let us consider a set of n independent transmit-only nodes. Each of them sends
a sequence of n packets within dmax and is activated at most once within tact = 2 · dmax. If
one packet of a node i is interfered by a packet of node j, in order to guarantee that the next
packet sent by node i is not interfered again by node j, the following condition must hold for
the minimum inter-packet time tmin = min

1≤i≤n
(ti):

tmin ≥ 2 · n · lmax, (4.1.3)

where tmin < ti < 2 · tmin, i.e., b ti
tmin
c = 1, for 1 ≤ i ≤ n.
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Proof. Let us assume that one packet of a node i is interfered at time t0 by a packet of node
j. In order that the next packet sent by node i is not interfered again by node j, according
to Theorem 1, (4.1.1) needs to hold for all i and j where i 6= j and αi = 1.

Without loss of generality, let us assume that all ti are sorted in order of increasing values,
i.e., ti > tj if i > j (hence tmin = t1 holds). Since b ti

tmin
c = 1 is assumed to hold, note that

b titj c = 1 also holds for all i and j.

Now, if i = n, j = n−1, and αn = 1 hold, from (4.1.1) we have mod
(

tn
tn−1

)
= tn− tn−1 ≥

2 · lmax, which leads to tn ≥ tn−1 + 2 · lmax. Similarly, if i = n− 1, j = n− 2, and αn−1 = 1,
we obtain tn−1 ≥ tn−2 + 2 · lmax. Proceeding as before for 1 < i ≤ n and 1 ≤ j ≤ i, we obtain
that t2 ≥ t1 + 2 · lmax and, hence, tn ≥ t1 + 2 · (n− 1) · lmax.

Since tmin = t1, t1 < tn < 2 · t1 holds by assumption. In addition, (4.1.1) is assumed to
hold for all i and j where i 6= j and 1 ≤ αi ≤ n − 1. Hence, for i = 1, j = n, and α1 = 2,

(4.1.1) becomes mod
(
2·t1
tn

)
= 2 · t1 − tn = 2 · t1 − t1 − 2 · (n − 1) · lmax ≥ 2 · lmax, which

leads to t1 ≥ 2 · n · lmax. The theorem follows.

Theorem 2 provides a lower bound for tmin for the case that tmin < ti < 2 · tmin where
1 ≤ i ≤ n, i.e., all ti have similar values. This is a meaningful choice for ti since all nodes
have the same deadline dmax. Note that inter-packet times ti that strongly differ from each
other make it difficult to meet dmax with all nodes.

Theorem 3. Let us consider a set of n independent transmit-only nodes. Each of them sends
a sequence of n packets within dmax and is activated at most once within tact = 2 · dmax. If
the first packet of a node i is interfered by a packet of node j, in order to guarantee that the
next (n− 1) packets sent by node i are not interfered again by node j, the following condition
must hold for the minimum inter-packet time tmin = min

1≤i≤n
(ti):

tmin ≥ 2 · (n− 2) · (n− 1) · lmax + 2 · lmax, (4.1.4)

where as before tmin < ti < 2 · tmin holds, i.e., b ti
tmin
c = 1, for 1 ≤ i ≤ n. In addition,

b α·tmin
(α−1)·tmax

c = 1 also holds, i.e., (α− 1) · tmin < (α− 1) · tmax < α · tmin, for 1 < α ≤ n− 1

and tmax = max
1≤i≤n

(ti).

Proof. Let us again assume that the first packet sent by a node i is interfered at time t0 by
a packet of node j. In order that the next (n − 1) packets sent by node i are not interfered
again by node j, (4.1.1) needs to hold for all i and j where i 6= j and 1 ≤ αi ≤ n− 1 as per
Theorem 1.

Without loss of generality, let us assume that all ti are sorted in order of increasing values,
i.e., ti > tj if i > j. Hence tmin = min

1≤i≤n
(ti) = t1 and tmax = max

1≤i≤n
(ti) = tn hold.

Let us first consider i = 1 and j = n. If αi = 1 holds, from (4.1.1) we have that

mod
(
t1
tn

)
≥ 2 · lmax is equal to t1 ≥ 2 · lmax since t1 < tn. For αi = 2, from (4.1.1) we have

that mod
(
2·t1
tn

)
≥ 2 · lmax is equal to 2 ·t1−tn = t1−2 ·(n−1) · lmax, as b2·t1tn c = 1 holds – see

again proof of Theorem 2. Similarly, for αi = 3, we have that mod
(
3·t1
tn

)
≥ 2 · lmax is equal

to 3·t1−2·tn = t1−2·2·(n−1)·lmax ≥ 2·lmax, as b 3·t12·tn c = 1 holds. For αi = n−1, we have that

mod
(
(n−1)·t1

tn

)
≥ 2·lmax is equal to (n−1)·t1−(n−2)·tn = t1−(n−2)·2·(n−1)·lmax ≥ 2·lmax,

as b (n−1)·t1(n−2)·tn c = 1 also holds. As a result, we have that t1 ≥ 2 · (n− 2) · (n− 1) · lmax + 2 · lmax
which is lower bound for tmin = t1 stated in (4.1.4). Since tn = tmax, note that choosing
another j where 1 < j < n yields a lower bound that is closer to that of Theorem 2. In
other words, the lower bound of (4.1.4) is the greatest necessary value of tmin. The theorem
follows.
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Similar to Theorem 2, Theorem 3 provides a lower bound on tmin for the case that tmin <
ti < 2 · tmin where 1 ≤ i ≤ n. However, in contrast to Theorem 2, the lower bound of
Theorem 3 guarantees that, if a packet of node i gets interfered by any node j, its next n− 1
packets will not be interfered again by node j. This result, together with Corollary 1, allows
us to design a reliable communication network based on transmit-only nodes, since we can
guarantee that at least one packet of each node reaches its receiver in the worst case.

Once we have found tmin by using directly Theorem 3, we can use Lemma 2 to obtain each
ti. Note that this choice of ti allows meeting dmax, if and only if the following corollary holds
for it.

Corollary 2. Let us consider a set of n independent transmit-only nodes. Each of them
will be able to send a sequence of n packets within dmax if the following condition holds for
1 ≤ i ≤ n:

dmax ≥ (n− 1) · ti + lmax, (4.1.5)

where ti is the (constant) inter-packet time of the i-th node.

Proof. A node i sends n packets with constant inter-packet time ti. If it starts sending its
first packet at time t0, it will send its subsequent n − 1 packets at times t0 + αi · ti where
1 ≤ αi ≤ n− 1. Node i finishes sending its n-th packet at time t0 + (n− 1) · ti + lmax. The
corollary follows.

In conclusion, this section presented an analytic model to calculate the missing MAC
parameters k and t, i.e., packet numbers and inter-packet times. Compared to other, heuristic
approaches such as [10] or [11], the presented analytical model strongly reduces computational
complexity and, therefore, allows assessing parameters and performance in much shorter time
— this is analyzed in Section 6.3.1. However, it is based on the assumption that nodes are
the same and, hence, results in lower performance if adapted for heterogeneous networks.
To remove this restriction and improve performance in such networks, a heuristic model is
presented next.

4.2. Heuristic model

In the previous chapter, an analytic model was derived that is based on the assumption that
deadlines and packet lengths are the same for all nodes in the network. Although this is the
case in many applications, there are also numerous scenarios which consist of many different
node types. The analytical model can be adapted to such networks, but typically results in
lower performance, since the longest packet length and shortest deadline have to be assumed
for all nodes. This section removes this limitation and presents a heuristic model that is
explicitly designed for heterogeneous networks. To this end, this section first determines the
packet numbers k, then derives the conditions and boundaries of inter-packet times ti, and,
finally, presents a heuristic search algorithm to find safe values for ti.

4.2.1. Selecting packet numbers

Since the presented heuristic model allows for arbitrary deadlines di and packet lengths li,
the existing formulas of the analytic model in Section 4.1 cannot be used anymore, but these
have to be derived again. In the following, Lemma 3 first states the necessary requirements
and conditions for the packet numbers ki for different cases.

Lemma 3. Let us consider a set of n independent transmit-only nodes. Each node j, with
1 ≤ j ≤ n, is activated once and sends a sequence of kj packets with constant inter-packet
times tj within its deadline dj. Further, we consider that ti and tj can be chosen such that
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there is at most one collision between any two sequences of any two nodes j and i. In the
worst case, at most γi − 1 packets of node i, with 1 ≤ i ≤ n and i 6= j, will be lost due to
starting sequences of every node j:

γi = n+

n∑
j=1,j 6=i

⌊
di
dj

⌋
. (4.2.1)

Proof. Since nodes are independent of each other, they start transmitting their sequences of
packets at arbitrary points in time. Hence, it may happen that every time a node i transmits
a packet, this gets interfered by a packet of a sequence of another node j — with 1 ≤ i ≤ n,
1 ≤ j ≤ n, and i 6= j — being sent at that time. Since there are n− 1 nodes other than i in
the system, n−1 packets of node i can be interrupted this way, provided that suitable ti and
tj can be found such that there is at most one collision between any two sequences of nodes
j and i.

In addition, since each of the other n−1 nodes is activated at most once within its deadline
dj , node i’s transmissions can be interfered at most b didj c times more — in total b didj c+1 times

— by the same node j. As a result, when considering all nodes in the system, the following
expression can be obtained:

n∑
j=1,j 6=i

(⌊
di
dj

⌋
+ 1

)
= n− 1 +

n∑
j=1,j 6=i

⌊
di
dj

⌋
,

which is γi − 1 as defined in (4.2.1). The lemma follows.

Lemma 3 states that a node i needs to transmit a minimum of γi packets in order that at
least one of them reaches its destination within di in the worst case, i.e., this is a safe value
for ki. However, since (4.2.1) is based on the fact that nodes can be activated at arbitrary
points in time, it may result in very pessimistic values. Note that Lemma 3 considers starting
sequences of packets by a node j. As discussed later, collisions with subsequent packets in a
node j’s sequence can be prevented by selecting suitable values of ti and tj .

Let us consider the following example consisting of two nodes with di = 1 min and dj =
500 ms respectively. From (4.2.1), we obtain γi = 121, i.e., in spite of having a two-node
network, node i needs to sends at least 121 packets to achieve reliability in the worst case. If
we now have another node with a 500 ms deadline, γi will further increase by 120, i.e., node
i will have to send 241 packets.

To countervail this pessimism, it is possible to impose a transmission pause of at least dmax
after each sequence of packets, where dmax denotes the maximum deadline in the network.
This is formalized in the next lemma.

Lemma 4. Let us consider a set of n independent transmit-only nodes. Each node j sends a
sequence of kj packets with constant inter-packet times tj within its deadline dj, after which it
implements a transmission pause of at least dmax. Further, we consider that ti and tj can be
chosen such that there is at most one collision between any two sequences of any two nodes j
and i. In the worst case, at most n− 1 packets of node i will be lost due to starting sequences
of packets of every node j, where dmax =

n
max
j=1
{dj}, 1 ≤ i ≤ n, 1 ≤ j ≤ n, and i 6= j hold.

Proof. Since nodes are independent of each other, they start transmitting their sequences of
packets at arbitrary points in time. As already mentioned, every time a node i transmits a
packet, this can be interfered by a packet of a sequence of another node j — with 1 ≤ i ≤ n,
1 ≤ j ≤ n, and i 6= j — being sent at that time. Since there are n− 1 nodes other than i in
the system, n−1 packets of node i can be interrupted this way, provided that suitable ti and
tj can be found such that there is at most one collision between any two sequences of nodes
j and i.
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Now, since each of the other n − 1 nodes can be activated not earlier than dmax time
after having finished one sequence of packets, node i’s transmissions cannot be interfered
anew by a starting sequence of packets of any other node j, i.e., b di

dmax+lj
c = 0. As a result, if

transmission pauses greater than or equal to dmax are enforced after each sequence of packets,
in the worst case, at most n− 1 packets can be lost by any node i. The lemma follows.

Unfortunately, in contrast to the approaches from the literature, imposing a transmission
pause of at least dmax after each sequence of packets is not a suitable solution due to consid-
ering arbitrary deadlines. In the above example, this would lead to node j being blocked by
1 min after each activation. If node j is a light switch and node i a temperature sensor in a
home-automation setting, this means that lights would be blocked in an on- or off-state for
1 min, which is clearly an unacceptable delay.

To reduce pessimism by (4.2.1) without enforcing long transmission pauses, the concept of
delayed activation is introduced as illustrated in Fig. 4.4. In principle, after every sequence
of packets of any node j, an event E is not allowed to trigger a new sequence of packets
immediately. This is rather delayed to the closest time instant that is a multiple of tj starting
from the last packet of the previous sequence.

ljtj

sequence 1 sequence 2E

t0 t1

3tj
tE

Figure 4.4.: Delayed-activation scheme: An event E is not allowed to immediately trigger a
new sequence of packets of a node j. Instead, this is delayed to the next time
instant that is a multiple of tj starting from the last packet of the previously sent
node j’s sequence.

That is, if the last packet of node j’s sequence 1 is sent at time t0 and an event E occurs
at a later time tE , then the next sequence of packets (triggered by E) starts at a t1 being
tE ≤ t1 where t1 − t0 is an integer multiple of tj — in Fig. 4.4 this is 3tj .

Lemma 5. Let us consider a set of n independent transmit-only nodes. Each node j sends a
sequence of kj packets with constant inter-packet times tj within its deadline dj, after which
it implements a delayed activation as described above for a time interval of length dmax. In
the worst case, at most n − 1 packets of a node i will be lost due to starting sequences of
packets of every node j provided that suitable ti and tj can be found, where dmax =

n
max
j=1
{dj},

1 ≤ i ≤ n, 1 ≤ j ≤ n, and i 6= j hold.

Proof. Let us consider again the example of Fig. 4.4. In the case tE − t0− lj > dmax, if node
j’s sequence 1 interfered with a packet of a sequence of node i, node j’s sequence 2 triggered
by E cannot interfere with any other packet of the same node i’s sequence as per Lemma 4.

In the case tE− t0− lj < dmax, if node j’s sequence 1 interfered with a packet of a sequence
of node i, by properly selecting tj and ti, it can be avoided that sequence 2 and its following
node j’s sequences in [t0 + lj , t0 + lj + dmax] interfere with any other packet of same node i’s
sequence. Note that if proper ti and tj can be found for any i and j with i 6= j, in the worst
case, at most n− 1 packets of any node i can be lost due to starting sequences of every other
node j. The lemma follows.
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As per Lemma 5, the delayed-activation scheme allows us to reduce the pessimism intro-
duced by Lemma 3 in the same way Lemma 4 does, but without enforcing long transmission
pauses. For this, suitable values of ti and tj must be configured for every i and j where i 6= j
as discussed in the next section.

To further clarify this, let us again consider an exemplary system composed of 9 light
switches with dmax = 500 ms and one temperature sensor with dmax = 1 min. If we implement
a transmission pause after each sequence, like in [10] or in the analytic model in Section 4.1,
each light switch will have a pause time of 1min after each activation, which is clearly
unacceptable. In case of the delayed activation scheme, this pause time reduces to roughly
500ms

10 = 50 ms for the light switch (and 6 s for the temperature sensor). Now, if the user
accidentally switches a light on and wants to switch it immediately back off, he must wait at
most 500 ms (instead of 1 min + 500 ms), since a node can be activated at most once within
its deadline. As a result, the delay incurred by our delay-activation scheme is small and can
typically be neglected.

4.2.2. Inter-packet time conditions and boundaries

So far, collisions have been caused by the first packet sent by other nodes in the network.
However, any of their subsequent packets may also produce collisions leading to further
packet loss. In other words, sending sequences of n packets in the delayed-activation scheme,
i.e., making ki = n for 1 ≤ i ≤ n, is necessary but not sufficient to guarantee a reliable
communication.

To guarantee full reliability, i.e., that at least one packet of a node reaches its receiver in
the worst case, safe values of ti must also be selected for each node in the system. Towards
this, note that a packet from one node can be interfered by a packet of another node sending
simultaneously, and that the minimum overlapping between any two packets leads to packet
loss. The following theorem states a necessary and sufficient condition for guaranteeing that,
among the n packets sent by a node i, at least one of them reaches its destination.

Theorem 4. Let us consider a set of n independent transmit-only nodes, each of which is
activated once and sends a sequence of ki = n packets with constant inter-packet times ti
within its deadline di. In the worst case, at least one packet of each node can be guaranteed
to reach its destination, if the delayed-activation scheme is used and the following condition
holds for 1 ≤ i ≤ n, 1 ≤ j ≤ n, i 6= j, and 1 ≤ αi ≤ n− 1:

mod

(
αi · ti
tj

)
≥ li + lj , (4.2.2)

where mod(·) is the modulo operation, li and lj are the packet lengths of node i and j respec-
tively, while ti and tj are their corresponding inter-packet times.

The proof of Theorem 4 can be found in A.2. This ensures that at least one packet of each
node reaches its destination within di, provided that each node follows the delayed-activation
scheme and sends n packets within di. It does not help in selecting suitable values of ti, but
only verifies provided values of ti.

The following is about finding safe values for ti for any i and 1 ≤ i ≤ n. However, deriving
ti analytically is difficult, hence, an algorithm which heuristically searches for valid values of
ti is proposed instead. To this end, the following lemma provides an upper bound on the
values of ti.

Lemma 6. If a node i follows the delayed-activation scheme and sends n packets within di
according to Lemma 5, then its (constant) inter-packet time is upper bounded by t̂i, where li
is node i’s packet length:

t̂i =
di − li
n

. (4.2.3)
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Algorithm 1 Searching for values of ti

Require: n, list of (li, di)
1: sort list of (li, di) according to non-decreasing di
2: for i = 1 to n do
3: found = false
4: ttemp = di−li

n
5: while ttemp > 0 do
6: if check period (i, ttemp) == true then
7: found = true
8: ti = ttemp

9: break
10: else
11: ttemp = ttemp − step
12: end if
13: end while
14: if found == false then
15: return (failed)
16: end if
17: end for

18: return (list of ti)

Proof. Without loss of generality, let us assume that node i is activated at time t0. In order
that n packets can be sent within [t0, t0 + di], the n-th packet has to be sent at latest at
t0 + di − li. This way, node i’s n-th packet finishes being sent exactly at t0 + di.

On the other hand, according to the delayed-activation scheme, the transmission of a
sequence of packets can be delayed by at most ti — see again Fig. 4.4. Hence, the first node
i’s packet will be sent at t0 + ti. Since ti is assumed to be constant, it should fit n−1 times in
an interval of length di− li−ti in the worst case. Now replacing ti by t̂i to denote the greatest

possible ti, this leads to t̂i = di−li−t̂i
n−1 , which results in t̂i = di−li

n . The lemma follows.

4.2.3. Inter-packet time search algorithm

Alg. 1 computes values of ti for a set of n transmit-only nodes, given packet lengths li and
deadlines di with 1 ≤ i ≤ n. The algorithm iterates over a list of ordered pairs (li, di) — see
line 2, which has been sorted according to non-decreasing di. For each i, Lemma 6 is applied
at line 4 to compute the longest possible ti, temporally stored in ttemp, that allows meeting
the deadline di. This way, the algorithm intends to maximize ti. The greater the value of ti,
the less packets will be sent per time unit leading to less collisions.

This ttemp is checked by function check period() as discussed later. If this check is successful,
the value of ttemp is adopted for the current i — see line 8. If the check fails, ttemp is
decremented in line 9 by a amount equal to step2 as long as it remains greater than zero
— see while-loop at line 5. If ttemp becomes zero, it means that check period() was never
successful and the algorithm returns failed at line 15. Otherwise, if the algorithm finds valid
values of ti for every i, these are returned as a list.

Alg. 2 shows the function check period(), which is invoked from Alg. 1 and verifies a given
value of ttemp. The algorithm is based on Theorem 4, i.e., it iteratively computes (4.2.2). If
(4.2.2) holds for ttemp and all tj for j ≤ i − 1 in lines 9 to 15, i.e., the previously computed
inter-packet times, ttemp is a valid value for ti and check period() returns true — otherwise
it returns false. For this, check period() requires the list of ordered pairs (lj , tj), i.e., the
inter-packet times obtained so far, as well as index i of the node whose ti is currently being

2The smallest meaningful value of step is equal to the time required for transmitting one bit on the commu-
nication channel.
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Algorithm 2 Function check period()

Require: n, i, ttemp, list of (lj , tj) for j < i
1: for j = 1 to i− 1 do
2: if tj < ttemp then
3: tlong = ttemp

4: tshort = tj
5: else
6: tlong = tj
7: tshort = ttemp

8: end if
9: for k = 1 to n− 1 do

10: if mod
(

k·tlong

tshort

)
< llong + lshort then

11: return (false)

12: else if tshort − mod
(

k·tlong

tshort

)
< llong + lshort then

13: return (false)
14: end if
15: end for
16: end for

17: return (true)

computed. To simplify the computation of (4.2.2), ttemp and tj are compared and stored in
tlong and tshort depending on their values — see lines 2 to 8 in Alg. 2.

Note that, according to Theorem 4, (4.2.2) needs to be computed once with tlong and once
with tshort in the numerator. The case with tlong in the numerator is checked in line 10,
whereas the case with tshort in the numerator is checked in line 12. This way, it is possible
to reduce the number of iterations that would be otherwise necessary.

4.3. Extension to arbitrary packet numbers

So far, each node in the system sends n packets leading to fully reliable communication within
the network, i.e., without external interference. In some applications, however, it is favorable
to trade reliability for a reduced number of packets in order to save energy. For example,
pressing a light switch in a home-automation setting is not safety critical and the user can
press it again, if the light does not turn on/off. Clearly, the reliability should still be high
enough not to negatively impact the system quality.

In this section, a method is presented to calculate the transmission reliability for each
node i, if it sends a reduced number of ki ≤ n packets. This allows adjusting packet numbers
individually for each node to save energy whenever data loss can be tolerated. Note that,
by changing the number of packets per sequence and keeping the periods found by Alg. 1,
it is ensured that nodes with mixed reliability can coexist without affecting each other’s
performance. Further, this allows changing packet numbers dynamically depending on the
message priority. For example, a node can use higher k for important alarm messages and a
lower k for less important messages to save energy.

Now, it is assumed that all nodes in the network are activated and sending packets and,
hence, produce interference. Since nodes send packets periodically, the probability of inter-
fering with a packet of a node i at the communication channel is σi = li

ti
[87], i.e., the node’s

duty cycle. However, by properly selecting inter-packet times, DEEP guarantees that, within
one sequence of packets, there will be at most one interference with another node in the
network.
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Without loss of generality, it is assumed that nodes are sorted in order of decreasing σi,
i.e., σ1 ≥ σ2 and σ2 ≥ σ3, etc. In other words, the smaller a node’s index, the higher the
probability of interfering with it. As a result, the greatest probability of losing n− 1 packets
is that of node n.

The following equation now defines qi(x), i.e., the probability that exactly x out of ki
packets sent by node i are lost due to internal interference. This results in:

qi(x) ≤
(
ki
x

)
·

 n∑
j=1; j 6=i

σj

 n∑
l=1; l 6=i,j

σl · · ·

 , (4.3.1)

where 1 ≤ x ≤ (n− 1) and qi(n) = 0 ∀i, i.e, the probability of losing all n packets is zero for
every node i. Note that there are exactly x summations in the above equation.

A detailed derivation of (4.3.1) can be found in A.3. In particular,
(
k
x

)
is the binomial

coefficient and accounts for the different combinations of packets that may collide within
a sequence. For example, if we want the probability of x = 1 packet out of k = 3 being
interfered, there are

(
3
1

)
= 3 possibilities: Either the first, the second or the third packet may

be interfered. Further, there can be at most one collision with any other node per sequence,
hence, qi(x) does only depend on ki and not on kj of the other nodes j with j 6= i.

The remaining part of (4.3.1) considers the combinations of different nodes that can cause
collisions within the sequence. For example, if there are 4 nodes, each packet of node 4 can
be either corrupted by node 1, 2 or 3. In case multiple packets are lost (x > 1), different
combinations of nodes can cause these losses. For example, if two packets are lost (x = 2),
this can be because of collisions with node 1 and 2 or node 2 and 3, etc.

Finally, equation (4.3.1) can be simplified to (4.3.2) by assuming the same σi for all nodes,
i.e., σi = σ ∀i:

qi(x) ≤
(
ki
x

)
·

 x∏
j=1

(n− j)

 · σx. (4.3.2)

To illustrate the previous equations, let us calculate the loss rate of an exemplary network,
i.e., the probability of loosing all k packets per sequence qi(k) with 1 ≤ k ≤ (n− 1). To this
end, n is set to four and the duty cycle of each node to σ = 0.035 — this is greatest duty
cycle found by Alg. 1 for n = 4, li = 187.5µs, and di = 500 ms. Using (4.3.2), loss rates are
q(4) = 0 %, q(3) ≤ 0.026 %, q(2) ≤ 0.74 % and q(1) ≤ 10.5 %. It can be seen that a higher
k results in a smaller q(k). However, only relatively low k are required to achieve loss rates
below 1 %, e.g., only k = 2 in this case. This once again shows that full reliability, i.e., a
loss rate of q(n) = 0 %, requires high costs in the form of increased packets numbers and
delays. On the other hand, whenever data loss can be tolerated to some extent, the number
of redundant packets can be reduced to save energy. For example, reducing k to 2 halves the
energy consumption and only results in an average expected packet loss of less than 1 %.

However, reducing the packet numbers has further consequences, for example, when exter-
nal interference is present. This will be discussed in the following section.

4.4. External interference

External interference can occur, for example, when microwaves, wireless toys, etc. are turned
on, or when there exist neighboring WSNs that have not been regarded during the design
phase. Although this effect can be strongly reduced, for example, by selecting a more robust
modulation scheme or a less-noisy frequency channel, as discussed previously in Section 2.2.2,
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it can not always be avoided and system performance can be jeopardized. For this reason,
this section extends the previous theory to account for external interference.

The following analysis is based on the models and assumptions from Section 1.3, in which
external interference is mathematically described by a duty cycle σ, i.e., the largest possible
ratio of pulse width to inter-pulse separation of the noise. Note that for simplicity, it is
assumed that σ is the same for all nodes in the network, i.e., these are all affected equally by
interference.

This σ gives also the greatest probability of encountering an external interference pulse
at the communication channel [87] — note that σ ≤ 1 holds. A σ = 1 means that external
interference occupies the full channel and, hence, no reliable communication is possible. This
probability is clearly independent of q(n) in (4.3.1), i.e., the probability of packet loss due to
internal interference.

In general, data packets can be either lost by external or by internal interference. Consid-
ering an exemplary network with n = 4 nodes and k = 2 data packets per sequence, there
are the following possible combinations that lead to full packet loss: (i) all packets are lost
due to external interference, (ii) one packet is lost due to internal and one due to external
interference and (iii) all packets are lost internally. Changing k to higher values results in
more combinations of mixed interference in (ii). For example, k = 3 packets can be either
lost by 1 or 2 internal collisions and 2 or 1 external ones. If k = n, there is no full packet loss
due to internal collisions, since DEEP prevents this by construction.

Now, the previous example can be generalized to calculate q̂i, i.e., the probability to loose
all ki packets of a sequence of node i by internal and external interference. This results in:

q̂i = σki +

ki∑
j=1

qi(j) · σki−j · σ̄j , (4.4.1)

where 1 ≤ i ≤ n, 1 ≤ ki ≤ n ∀i and qi(j) is the probability of node i to loose j packets
internally as per (4.3.1) or (4.3.2).

The first part of (4.4.1) considers the probability to lose all packets externally. The second
part combines internal and external interference as well as just internal interference when
j = ki, i.e., the last term of the summation. Note that simulation-based experiments can
be found in Section 6.4.4 that visualize the above equations. Next, the following section
incorporates clock drifts into the model of DEEP.

4.5. Clock drift

All clocks used in electronic devices show a deviation in frequency with respect to each other,
i.e., they count time at different rates. This deviation is known as clock drift and normally
depends on a number of different factors such fabrication-induced variability, operating tem-
perature, etc. As a result, since transmit-only nodes cannot be synchronized [14] [51], they
will unavoidably have different time scales — see also Section 2.2.2. To account for these
effects, this section extends DEEP to consider clock drift.

Since a node counts for ti time before sending a packet, a clock drift leads to an absolute
waiting time t̄i different than ti, i.e., the time without clock drift. As a result, this needs to
be considered when selecting inter-packet times. In particular, (4.2.3) needs to be modified to
guarantee that the node sends its n packets within di independent of clock drift. To this end,
∆t̂i denotes the maximum possible clock deviation (with respect to an ideal, non-drifting
clock) in an interval of length t̂i. Analogously to Lemma 6, it is proceeded as follows to
incorporate clock drift into (4.2.3):
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(n− 1) · (t̂i + ∆t̂i) ≤ di − (t̂i + ∆t̂i)− li,

t̂i ≤
di − li − n ·∆t̂i

n
. (4.5.1)

Similarly, (4.2.2) needs to be modified to consider clock drift as shown in the following:

mod

(
αi · ti
tj

)
≥ li + lj + ∆t̂i + ∆t̂j , (4.5.2)

where again ∆t̂i and ∆t̂j denote the maximum possible clock deviation in an interval of
length t̂i and t̂j respectively.

Note that (4.5.1) and (4.5.2) require knowing ∆t̂i and ∆t̂j (which depend on t̂i and t̂j that
are unknown). However, it is known that clock deviation due to clock drift increases with
the length of the considered time interval. Since t̂i < t̃i and t̂j < t̃j hold for t̃i = di

n and

t̃j =
dj
n , it can be stated that ∆t̂i < ∆t̃i and ∆t̂j < ∆t̃j also hold, where ∆t̃i and ∆t̃j are

the maximum clock deviations in the intervals of length t̃i and t̃j . As a result, to resolve the
above dependency, ∆t̂i and ∆t̂j in (4.5.1) and (4.5.2) can be safely replaced by ∆t̃i and ∆t̃j .

If clock drift is not considered, when selecting ti for all nodes, it might happen that there
are multiple collisions between any two different nodes in one sequence of packets, which
results in a transmission reliability less than 100 % in the worst case. However, since DEEP
transmits n redundant packets, it is generally robust against clock drift, as shown later in
simulation in Section 6.4.5.

4.6. Key findings

This chapter presented DEEP, a deterministic protocol that enables fully reliable commu-
nication in low-cost, unidirectional networks. It consists in each node sending its data as
sequences of redundant packets, whereby packet numbers and inter-packet times are care-
fully selected to generate collision-free transmission patterns. This way, it can be guaranteed
that at least one packet always reaches its destination in the worst case when neglecting
external interference.3

In order to calculate the missing MAC parameters, i.e., the packet numbers and inter-
packet times, two different models were presented: An analytic and a heuristic approach.
The analytic model is based on a set of equations and formulas that allow calculating per-
formance and parameters at very low complexity in short time. However, it is limited to
networks with only one node type, i.e., all nodes in the network must have the same deadline
and packet lengths, which restricts possible applications areas. The heuristic approach, on
the other hand, is based on a heuristic algorithm, which allows for arbitrary node types and
generally offers a higher performance — however, at the cost of slightly increased computa-
tional complexity. In summary, both models enable reliable communication, each with its
own advantages. For a detailed comparison, see also Section 6.3.

The presented models were further extended to consider practical factors such as external
interference and clock drift, and it was evaluated how sending a reduced number of redun-
dant packets per sequence affects a node’s reliability and energy consumption. Results of a
simulation in Section 6.4 show that decreasing the number of packets greatly reduces energy
consumption, while reliability decreases only slightly, and DEEP is generally robust against
external interference and clock drift.

In summary, DEEP brings reliability into low-cost, unidirectional networks, i.e., an archi-
tecture which is highly error-prone and in which many existing MAC protocols fail to provide

3Interference can be greatly reduced by locating a network indoors [68] or choosing a robust modulation
scheme, etc., as discussed in Section 2.2.2. Nevertheless, a simulation-based experiment in Section 6.4.4
shows that DEEP is generally robust, i.e., less affected by external interference.
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any QoS guarantees. This makes DEEP particularly interesting for applications that need
to be both cost-efficient and reliable at the same time. For example, safety critical devices
in a home automation setting, such a heating control or security devices, can now use unidi-
rectional communication to reduce costs [14] [68]. Compared to similar approaches from the
literature [10] [14] [95], DEEP offers a higher reliability and can accommodate more nodes in
the network — more on this later in Section 6.3.

Despite the above advantages, DEEP also has some disadvantages. In particular, it suffers
from an increased communication overhead, since full reliability requires a large number of
redundant packets and long inter-packet times. More precisely, each node must send as
many packets as there are nodes in the system (i.e., k = n), and inter-packet times increase
quadratically with the network size (i.e., n2) — see (4.1.4). As a result, DEEP is generally
only suitable for smaller networks, for example, home-automation applications with n < 50
nodes [68]. For a complete overview of possible applications areas, see also Section 7.1.

To counteract the above-mentioned disadvantages and reduce packet numbers and inter-
packet times, two further protocols are presented in this work. One is a bidirectional extension
of DEEP, called bi-DEEP that implements carrier sensing and ACKs to improve the average
performance — more on this can be found in Appendix B.2. The other protocol, called
RARE, is designed for unidirectional networks and is discussed in the following chapter.
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Chapter 5.

The RARE protocol

The Random Reliable Protocol (RARE) is designed to offer high reliability in low-cost, uni-
directional networks. Unlike DEEP, which guarantees full reliability, i.e., data always reaches
its destination in the worst case, RARE tolerates some data loss. In other words, it can be
configured to a user-specified reliability of less than 100 %, i.e., to a certain probability that
data reaches its destination within a deadline in the worst case.

Tolerating packet losses significantly reduces pessimism compared to DEEP’s deterministic
model and allows the use of a probabilistic model. This has the advantage that, on the one
hand, it facilitates integration into existing systems, in particular, if these are of probabilistic
nature [55].1 On the other hand, this avoids the high costs of full reliability, i.e., the extra
time and energy that need to be invested. This is a meaningful goal, since many applications
tolerate some data loss, in particular, those that transmit their data periodically. For example,
sensors transmitting heart rate, running speed, etc. to a health monitoring application, or
climate sensors reporting data to a weather station. Losing some packets in this context
does not negatively impact the system’s performance, as long as a certain reliability is not
undershot.

Before starting with the working principle of RARE, let us briefly recall the underlying
models and assumptions, as discussed before in Section 1.3. That is, the network consists
of n transmit-only nodes and multiple receive-only sinks that are connected in a single-hop
(star-topology) fashion. Data transfers can either be triggered by events or occur periodically,
and at least one packets must arrive with a certain probability p within a deadline d at the
sink to ensure normal (error-free) operation. Further, it is assumed that packet loss originates
from simultaneous transmissions, whereas external interference is neglected first and analyzed
separately to facilitate understanding.

E

t0+ti1 t0+ti2 t0+tik t0+dit0

1 2 ki

Figure 5.1.: Working principle of RARE: After being activated by an event E, node i transmits
a sequence of ki redundant packets in random time intervals within a deadline
di.

The working principle of RARE is depicted in Fig. 5.1. Every time a node i is triggered
by an event E, it transmits ki redundant data packets of length li within a deadline di.
In contrast to DEEP, inter-packet times are not constant, but node i waits a random time
tix ∈ R>0 before sending any packet x — including the first one of a sequence. Here 1 ≤ i ≤ n
and 1 ≤ x ≤ ki hold and tix is uniformly selected from a time interval [tmin,i,tmax,i] with
tmin,i, tmax,i ∈ R>0. As a result, since each node waits a random time before every packet,

1Using a probabilistic approach facilitates the modeling of complex dependencies and random effects that are
difficult to express otherwise. This results in a typically less complex mathematical model that is easier to
handle and, therefore, easier to integrate.
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transmissions are distributed equally over the available time (i.e., a node i’s deadline di).
This avoids peaks in traffic and balances network load, which reduces collision numbers, as
shown later in simulation in Chapter 6. Finally, unlike DEEP, there is no transmission pause
after a sequence and nodes can be triggered directly anew after their deadline has passed,
i.e., tact = di.

The RARE protocol has been previously published in [55] [67] [69]. More specifically, [69]
contains the base model from Section 5.1, [67] the extended model with arbitrary node types
from Section 5.2 and, in [55], RARE has been successfully integrated into an intelligent
intersection management.

5.1. Deriving a base model

In this section, a mathematical model is derived to calculate the missing MAC parameters
ki, tmin,i and tmax,i to ensure a specific worst-case reliability pi for communication between
nodes in a network. To this end, a simplified system with only one node type is considered
in order to reduce complexity and facilitate understanding. One node type means that all
nodes in the network are the same, i.e., they all have the same deadline dmax, packet length
lmax, packet numbers k, reliability p and inter-packet time boundaries tmin and tmax.2 This
is then extended later in Section 5.2 to consider arbitrary node types and practical factors
such as external interference and clock drift. Again, although this assumption seems to be
very restrictive, such networks are quite common. That is, many WSNs only monitor a few
environmental conditions for which one node type is sufficient. For example, in a forest fire
detection system [12], all nodes are equipped with a gas sensor to detect fire. By using the
same nodes with the same hardware and software, etc., costs and complexity can be reduced.

Now, in order to guarantee a specific worst-case reliability p, suitable values for tmin, tmax
and k have to be selected. Recall that reliability is defined as the probability that, in the
worst case, at least one of a sequence of k packets of any node i reaches its destination within
a specified deadline. To compute this probability, the worst-case transmission conditions
need to be considered: (i) all n nodes in the network are sending packets, and (ii) every
time a packet is sent by a node, there exists a maximum fraction of the interval [tmin, tmax],
denoted by ∆coll, for which any selected value of tix leads to collisions. While condition (i)
is straightforward, condition (ii) requires more analysis.

Recall that each node i in the network uniformly selects inter-packet times tix in [tmin, tmax].
Let us first consider the case where tmin is set such that there can be at most one packet of
each node in an interval of length tmax − tmin. That is, the value of tmin has to fulfill the
following condition:

tmin ≥ tmax − tmin,

tmin ≥ tmax
2

.

Given this case, let us analyze the example of Fig. 5.2 for four nodes. Node 1 is activated
at time t0 and sends packets at t0 + t1,x with 1 ≤ x ≤ k. The probability of losing a packet
is given by the probability of choosing a t1,x (from [tmin, tmax]) that leads to a collision with
a packet of any of the other nodes. This probability is maximum, when the fraction of
[tmin, tmax] leading to potential collisions, i.e., ∆coll, is the greatest possible.

In Fig. 5.2, there is a period of time in [tmin, tmax] equal to 2lmax, for which any t1,x leads
to a collision with one of the other three nodes. This originates from the fact that even the

2In case there are different node types, these can be converted to one type by (pessimistically) assuming

the shortest deadline and longest packet length for them, i.e., dmax =
n

min
i=1
{di} and lmax =

n
max
i=1
{li}. The

remaining parameters k, tmin and tmax will then be converted automatically.
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tmin tmax

lmax

node 3

node 4

node 2

node 1
2.3.lmax

t1,j

t0

Figure 5.2.: Computing the worst-case probability of packet loss: This results from the ratio
between the maximum number of inter-packet times that potentially yield a
collision to the total number of possible inter-packet times.

smallest overlapping yields packet loss, i.e., a packet sent within (t1,x − lmax, t1,x + lmax] will
collide with packet x of node 1. In the worst case, the packets of the other three nodes are
separated by at least a time equal to lmax. As a result, there will be three time intervals equal
to 2lmax that lead to collisions. The sum of these time intervals results in the maximum value
of ∆coll, i.e., 2 · 3 · lmax in the example of Fig. 5.2. For n nodes, this leads to the following
expression:

∆coll = 2(n− 1)lmax.

To generalize, the previous restriction is removed allowing tmin to have smaller values than
tmax
2 . Now, each node can send more than one packet within an interval of length tmax−tmin,

for example, if it (randomly) selects tmin multiple times. We denote this number of packets
by m ∈ N>0 for which tmin has to fulfill the following condition:

m · tmin ≥ tmax − tmin,

tmin ≥ tmax
m+ 1

. (5.1.1)

Since there can bem packets of each node in an interval of length tmax−tmin, the generalized
expression of ∆coll is given by:

∆coll = 2m(n− 1)lmax. (5.1.2)

As a consequence, the maximum possible probability of packet loss every time a packet
is sent can be computed using the proposed MAC scheme by the ratio between ∆coll and
tmax − tmin:

q =
2m(n− 1)lmax
tmax − tmin

. (5.1.3)

Clearly, the probability of a successful packet transmission in the worst case is given by
1− q. Note that, for (5.1.3) to be valid the following condition must be satisfied (i.e., q ≤ 1
must hold):

2m(n− 1)lmax ≤ tmax − tmin,
tmin ≤ tmax − 2m(n− 1) · lmax. (5.1.4)

In addition, since m, n, lmax, tmax and tmin are system parameters (i.e., common to all
nodes in the WSN), q is independent of the node and of the packet being sent. As a result, it
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node i

t0

tmax tmax

dmax

lmax

Figure 5.3.: Relation between dmax and tmax: In the worst case, tmax should fit k (number
of packets sent) times in a time interval of length dmax − lmax.

is possible to model the transmission of packets in the network using a binomial distribution.
This way, the probability p is computed that, in the worst case, at least one packet out of a
sequence of k reaches its destination for any node in the network.

To compute p, all possible combinations need to be considered, i.e., only one packet arrives,
two packets arrive, etc., which is a cumbersome procedure. It is much easier to compute the
sequence loss rate 1− p, i.e., the probability that, in the worst case, no packet of a sequence
of k reaches its destination. This is the probability that k consecutive packets be lost and
can be computed by the well-known equation

(
k
z

)
qz(1 − q)(k−z) where

(
k
z

)
= k!

z!(k−z)! is the

binomial coefficient. Replacing q as per (5.1.3) and selecting z = k, i.e., k out of k packets
are lost, the binomial coefficient becomes 1, resulting in:

1− p =

(
2m(n− 1)lmax
tmax − tmin

)k
. (5.1.5)

In order that p corresponds to the previous definition of reliability, each nodes must send k
packets within the specified deadline dmax. Towards this, recall again that every node i waits
a random time tix chosen from [tmin, tmax] before sending any packet. In the worst case, node
i will have to wait tmax before sending each of its k packets as illustrated in Fig. 5.3. To
guarantee that each node i sends its k packets within dmax, the following must hold:

tmax ≤
dmax − lmax

k
. (5.1.6)

Given a value of tmax as per (5.1.6), (5.1.5) can be reshaped to compute the value of tmin
that satisfies a desired reliability p for the whole WSN:

tmin ≤ tmax −
2m(n− 1)lmax

k
√

1− p
. (5.1.7)

Note from (5.1.5) that a p = 1, i.e., 100% reliability, can only be achieved for n = 1, i.e., for
only one node in the network, independent of all other parameters. For n > 1, if p tends to 1,
tmin tends to minus infinity as per (5.1.7). In other words, 100% reliability as with the DEEP
protocol cannot be achieved. However, RARE allows for a reliability that is acceptably close
to 100%, while considerably reducing the number of packets sent and, hence, making better
use of energy. A detailed simulation-based comparison can be found in Chapter 6.

5.2. Extension to arbitrary node types

The previous model assumed that all nodes within the network are the same, i.e., they have
the same deadlines and packet lengths. Although such systems are common, there are also
numerous scenarios which consist of many different node types, in particular, in IoT. The
previous model can be adapted to such networks, but typically results in lower performance,
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since the longest packet length and shortest deadline have to be assumed for all nodes. This
section removes these restrictions and adapts the previous theory to account for arbitrary
packet lengths li, deadlines di, packet numbers ki and reliabilities pi for each node in the
network.

To begin with, let us consider a node i with packet size li and a set of nodes j with packet
sizes lj that are sending packets simultaneously. The interval of time leading to collisions
between node i and any node j is equal to li + lj . Here again node i waits for a random
time tix before sending a packet. However, tix is now uniformly distributed in [tmin,i, tmax,i],
where tmin,i, tmax,i ∈ R>0 are node-specific parameters. If every node j sends at most one
packet in an interval of length tmax,i − tmin,i, this results in:

∆coll,i = (n− 1)li +
n∑

j=1;j 6=i
lj .

And, if every node j sends m packets in tmax,i − tmin,i, this changes to:

∆coll,i = m
(

(n− 1)li +

n∑
j=1;j 6=i

lj

)
, (5.2.1)

where m has to fulfill the following condition for each node i and j in the network, i.e., at
most m packets of node j can interfere with one packet of node i:

m · tmin,j ≥ tmax,i − tmin,i,
tmin,i ≥ tmax,i −m · tmin,j . (5.2.2)

As a consequence, node i’s maximum possible probability of packet loss can be computed,
which is given by the ratio between ∆coll,i and tmax,i − tmin,i:

qi =

m
(

(n− 1)li +
n∑

j=1;j 6=i
lj

)
tmax,i − tmin,i

. (5.2.3)

Clearly, the probability of a successful packet transmission by node i is 1− qi in the worst
case. Note that, for (5.2.3) to be valid the following condition must be satisfied (i.e., qi ≤ 1
must hold):

tmin,i ≤ tmax,i −m
(

(n− 1)li +
n∑

j=1;j 6=i
lj

)
. (5.2.4)

Note that qi in (5.2.3) depends on node i; however, it is independent of the packet being
sent by node i. As a consequence, the binomial distribution can be used again to compute the
probability pi that at least one out of a sequence of ki node i’s packets reaches its destination
in the worst case. Proceeding as before, 1− pi is computed, i.e., the probability that none of
the ki packets of node i reaches its destination in the worst case:

1− pi =


m
(

(n− 1)li +
n∑

j=1;j 6=i
lj

)
tmax,i − tmin,i


ki

. (5.2.5)

In order that pi corresponds to this thesis’ definition of reliability, it must be ensured that
nodes always send ki packets within their specified deadlines di:

tmax,i ≤
di − li
ki

, (5.2.6)
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and, finally, solving (5.2.5) for tmin,i results in:

tmin,i ≤ tmax,i −
m
(

(n− 1)li +
n∑

j=1;j 6=i
lj

)
ki
√

1− pi
. (5.2.7)

In summary, the previous equations allow calculating safe values for tmin,i and tmax,i for
each node i of a set of different nodes with arbitrary deadlines and packet sizes. Now, in
order to assess the resulting impact on the system’s reliability, the effect of arbitrary packet
sizes is analyzed next. For this purpose, (5.2.4) is considered again, which gives an upper
bound on tmin,i. This bound depends on tmax,i and ∆coll,i as per (5.2.1). Now, by increasing
the packet sizes li, the collision interval increases and, hence, tmin,i decreases. However, tmin,i
is lower bounded by (5.2.2) and can therefore only decrease to a certain extent. Otherwise,
the system stops being feasible.

Reliability is then conditioned by the packet sizes li of all nodes as per (5.2.1) and by the
length of the shortest tmin,j in the system — as per (5.2.2). As a result, allowing for arbitrary
packet sizes instead of assuming the longest possible lmax for every node reduces ∆coll,i and,
hence, increases reliability according to (5.2.5).

Now, before analyzing the effect of arbitrary deadlines on reliability, the following section
further extends the presented theory to allow for arbitrary m.

5.2.1. Extension to different m

So far, the presented theory has considered that any node j can send at most m packets
within an interval of length tmax,i − tmin,i, where m is the same for all nodes. According to
(5.2.2), for any node i, this means that the shortest tmin,j must fit no more than m times
in tmax,i − tmin,i. As a consequence, nodes with long deadlines will be severely restricted by
nodes with short deadlines and, hence, they cannot benefit from their long deadlines. To
solve this problem, the case of different m for every node in the network is considered now:

mij =

⌈
tmax,i − tmin,i

tmin,j

⌉
, (5.2.8)

where mij is the number of packets a node j can send in nodes i’s interval tmax,i− tmin,i. As
a result, (5.2.1) can be extended as follows:

∆coll,i = li

( n∑
j=1;j 6=i

mij

)
+

n∑
j=1;j 6=i

mij · lj , (5.2.9)

and (5.2.3) now becomes:

qi =

li

( n∑
j=1;j 6=i

mij

)
+

n∑
j=1;j 6=i

mij · lj

tmax,i − tmin,i
. (5.2.10)

Proceeding as before, reliability then changes from (5.2.5) to:

1− pi =


li

( n∑
j=1;j 6=i

mij

)
+

n∑
j=1;j 6=i

mij · lj

tmax,i − tmin,i


ki

, (5.2.11)
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which can be reshaped to obtain tmin,i:

tmin,i ≤ tmax,i −
li

( n∑
j=1;j 6=i

mij

)
+

n∑
j=1;j 6=i

mij · lj

ki
√

1− pi
. (5.2.12)

Note that (5.2.6) reduces to (5.1.6) for li = lmax, ki = k and di = dmax. Similarly, (5.2.12)
reduces to (5.1.7) for tmax,i = tmax, li = lj = lmax, ki = k and mij = m. Here, pi in (5.2.11)
becomes p as per (5.1.5), i.e., the probability that at least one out of k packets reaches its
destination in time is the same for all nodes in the network.

5.2.2. Optimizing reliability

This section discusses the effect of arbitrary deadlines on performance and presents an algo-
rithm to calculate optimal mij and tmin,i for improved reliability. As noted above, it is not
meaningful to use the same m for every node, since a fixed m limits the benefits of modeling
arbitrary deadlines in the network.

Similar to packet sizes li, deadlines di have an impact on nodes’ reliability. Whereas
different li have an influence on the collision interval as per (5.2.9), different di have an
impact on tmax,i as shown in (5.2.6). As a result, the length of the interval tmax,i − tmin,i
varies with di and, correspondingly, this influences pi as per (5.2.11).

However, nodes will also have higher mij for greater deadline ratios as described in (5.2.8).
That is, although the denominator in (5.2.11) increases, the numerator also increases resulting
in a non-linear behavior. However, the positive effect predominates in most cases. This is
exploited by Alg. 3 to find a value of tmin,i that maximizes reliability pi — starting from a
minimum required value — for a given set of n nodes.

Alg. 3 is based on the following principles: First, a node j with a short deadline dj and
consequently a short tmin,j produces a high mij for node i with a long di. This is because
the short tmin,j fits multiple times in tmax,i − tmin,i. Conversely, only one packet of node i is
fit in tmax,j − tmin,j , i.e., mji = 1 implying tmin,i > tmax,j − tmin,j . Second, as will be later
shown in Section 6.3.2 that a greater m generally leads to less reliability. As a result, Alg. 3
limits any node j’s own mjj to be equal to 1, which means that tmin,j ≥ tmax,j

2 has to hold
as per (5.2.8). All other mij for i 6= j will be greater than 1 for any node i with di > dj and
equal to 1 for di < dj .

Alg. 3 starts by sorting nodes in non-decreasing order of di. It then calculates tmax,1 and

tmin,1 of the node with the shortest deadline, where tmin,1 is set to
tmax,1

2 with m11 = 1 as
mentioned above. By setting tmin,1 to the lowest possible value, the interval tmax,1 − tmin,1
are maximized as well as p1 — see (5.2.11). This tmin,1 is checked for validity using (5.2.12)
in line 4 assuming m1j = 1∀j, since d1 ≤ dj holds for 2 ≤ j ≤ n. Clearly, in the case that
(5.2.12) does not hold for the chosen tmin,1, the algorithm will exit with an error.

From line 7 onwards, Alg. 3 iterates over the remaining nodes computing tmax,i in line 8
and tmin,i in line 9 to 21. More specifically, tmin,i is calculated by gradually incrementing
mi1 and subtracting mi1 · tmin,1 from tmax,i. This reduces tmin,i in steps of tmin,1 making
(5.2.11)’s denominator greater. A greater mi1 also increases (5.2.11)’s numerator, however,
the positive effect predominates and pi improves, i.e., it increases, in most cases.

The value of tmin,i obtained this way has to be checked for validity. To this end, Alg. 3 first
calculates all mij in line 13 by either using (5.2.8) for j < i, i.e., for the nodes with shorter
deadlines, or setting mij = 1 for all j > i according to the above discussion. In line 14, the

value of tmin,i is checked to be between the bounds given by (5.2.12) and
tmax,i

2 respectively.
If this is not the case, the program exits with an error when mi1 = 1, i.e., there was no
previous value of mi1 for which a valid tmin,i could be found. Otherwise, it continues with
the next node i until valid tmin,i have been found for all i or the program exists with an error.
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Algorithm 3 Optimizing tmin,i for each node i

Require: set of nodes with li, di, ki, minimum required pi
Require: n

1: sort nodes in order of non-decreasing deadlines di
2: tmax,1 = d1−l1

k1

3: tmin,1 =
tmax,1

2
4: if (5.2.12) does not hold for i = 1 and m1j = 1∀j then
5: return (not feasible)
6: end if
7: for i = 2 to n do
8: tmax,i = di−li

ki
9: mi1 = 0

10: while 1 do
11: mi1 = mi1 + 1
12: tmin,i = tmax,i −mi1 · tmin,1
13: mij =

⌈
tmax,i−tmin,i

tmin,j

⌉
∀ j < i and mij = 1 ∀ j > i

14: if (5.2.12) does not hold or tmin,i <
tmax,i

2 then
15: if mi1 = 1 then
16: return (not feasible)
17: else
18: restore last (valid) values of mij and tmin,i
19: break
20: end if
21: end if
22: end while
23: end for
24: return (feasible)

In Section 6.3.2, a detailed numerical analysis is performed to visualize and further examine
the impact of arbitrary deadlines and packet lengths on reliability. Next, practical factors
are included, whereby Section 5.3 starts with external interference.

5.3. External interference

While the previous sections extended the presented model to allow for arbitrary node types
with different deadlines and packet lengths, this section analyzes the effects of external inter-
ference on the RARE protocol, i.e., how noise from outside the network affects the system’s
performance. For a general overview of external interference see Section 2.2.2.

The following analysis is based on the models and assumptions from Section 1.3, in which
external interference is mathematically described by a duty cycle σ, i.e., the largest possible
ratio of pulse width to inter-pulse separation of the noise. Note that for simplicity, it is
assumed that σ is the same for all nodes in the network, i.e., these are all affected equally by
interference.

This σ gives the greatest probability of encountering an external interference pulse at the
communication channel [87] — note that σ ≤ 1 holds. Clearly, this probability is independent
of q in (5.1.3), i.e., the probability of packet loss due to internal interference, since external
interference is independent of any of the (internal) nodes in the network. As a result, when
considering external interference, the probability of packet loss is given by:

q̂i = qi + σ − qi · σ = qi + (1− qi) · σ, (5.3.1)
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i.e., the probability that a packet is lost at the channel either by internal or by external
interference. Note that the binomial distribution can still be applied, since q̂i in (5.3.1) is
independent of the node and the packet being sent. As a result, proceeding as for the case
with no external interference, the probability that ki consecutive packets are lost is:

1− pi = (qi + σ − qi · σ)ki , (5.3.2)

and, hence, replacing qi as per (5.2.10) this can be solved for tmin,i such that pi, the desired
reliability requirement, is satisfied under external interference:

tmin,i ≤ tmax,i −

(
li

( n∑
j=1;j 6=i

mij

)
+

n∑
j=1;j 6=i

mij · lj

)
· (1− σ)

k
√

1− pi − σ
. (5.3.3)

If tmin,i becomes negative or greater than tmax,i, it will not be possible to fulfill the reli-
ability requirement pi for the given external interference σ. The other constraints on tmin,i,
i.e., (5.2.8) — or (5.4.1) when considering clock drift — still have to be satisfied. The value
of tmax,i is again given by (5.2.6) — or (5.4.2) when accounting for clock drift.

In summary, (5.2.6) and (5.2.12) can be used in the absence and (5.4.2) and (5.3.3) in
the presence of external interference. In the next section, the presented theory is further
extended to account for clock drift.

5.4. Clock drift

All clocks used in electronic devices show a deviation in frequency with respect to each other,
i.e., they count time at different rates. This deviation is known as clock drift and normally
depends on a number of different factors such fabrication-induced variability, operating tem-
perature, etc. — more on this in Section 2.2.2. As a result, since nodes do not synchronize,
they will unavoidably have different time scales. To account for such effects, this section
includes clock drift into the model of RARE.

Recall that each node i generates random inter-packet times tix in the interval [tmin,i, tmax,i]
— with a uniform distribution — and waits for these tix before sending any packet. A clock
drift does not affect the generation of random inter-packet times, since bounds tmin,i and
tmax,i are computed off-line. In other words, the length of the interval [tmin,i, tmax,i] remains
constant and, hence, (5.2.10) is still valid. However, since a node counts for tix before sending
a packet, a clock drift leads to an absolute waiting time t̄ix different than tix, i.e., the time
without clock drift. As a result, this needs to be considered when selecting the bounds tmin
and tmax for the random inter-packet times.

Towards this, recall that a node j may sendmij packets in an interval of length tmax,i−tmin,i
of another node i. Again, node j waits for a random tjx before sending each packet where
tjx is always greater than or equal to tmin,j . In an extreme case, it may happen that node
j waits for tmin,j time before each of the above mentioned mij packets. In this case, clock
drift needs to be considered to guarantee that at most mij packets be in an interval of length
tmax,i − tmin,i, otherwise (5.2.10) will stop being valid. To this end, let us denote by ∆tmin,j
the maximum possible clock deviation (with respect to an ideal, non-drifting clock) in an
interval of length tmin,j . As a result, clock drift can be incorporated into (5.2.8):

mij =

⌈
tmax,i − tmin,i
tmin,j −∆tmin,j

⌉
,

mij · (tmin,j −∆tmin,j) ≥ tmax,i − tmin,i,

tmin,j ≥
tmax,i − tmin,i +mij ·∆tmin,j

mij
. (5.4.1)
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Similarly, tmax,i is selected such that it can guaranteed that k, i packets be sent within the
specified deadline dmax,i. To consider clock drift in this case, let us denote by ∆tmax,i the
maximum possible clock deviation in an interval of length tmax,i. In the worst case, a node
may need to wait for tmax,i before sending each of the k, i packets. Proceeding as follows to
incorporate clock drift in (5.2.6) results in:

ki · (tmax,i + ∆tmax,i) ≤ di − li

tmax,i ≤
di − li − ki ·∆tmax,i

ki
. (5.4.2)

Note that this new bound for tmax,i can be used instead of (5.2.6) to compute the tmin,i that
satisfies the reliability requirement pi in (5.2.12). The value of tmax,i in (5.4.2) needs to be
considered in computing the other bounds on tmin,i such as (5.2.8) and (5.4.1) taking clock
drift into account.

Clearly, (5.4.1) and (5.4.2) requires knowing ∆tmin,j and ∆tmax,i, which depend on tmin,j ,
tmin,i and tmax,i. However, clock deviation due to clock drift will increase with the length of
the considered time interval. Since tmin,i < tmax,i < t̂max,i holds for t̂max,i = di−li

ki
, it is that

∆tmin,i < ∆tmax,i < ∆t̂max,i also holds where ∆t̂max,i is the maximum clock deviation in an
interval of length t̂max,i. As a result, to resolve the above dependency, ∆tmin,j and ∆tmax,i
can be safely replaced by ∆t̂max,j and ∆t̂max,i respectively in (5.4.1) and (5.4.2).

5.5. Key findings

This chapter presented RARE, a probabilistic MAC protocol designed to offer high reliability
in low-cost, unidirectional networks. Unlike DEEP, which guarantees full reliability, i.e., data
always reaches its destination in the worst case, RARE makes use of the fact that many ap-
plications can tolerate some data loss. In other words, it can be configured to a user-specified
reliability of less than 100 %, i.e., to a certain probability that data reaches its destination
within a deadline in the worst case. Towards this, nodes send their data as sequences of k
redundant packets with random inter-packet times selected from an interval [tmin, tmax]. By
adjusting tmin, tmax and k, reliability can be adapted to the given requirements.

Tolerating packet losses significantly reduces pessimism compared to DEEP’s deterministic
model and allows the use of a probabilistic model. This has the advantage that is reduces
the model’s complexity — probabilistic methods typically facilitate the modeling of complex
dependencies and random effects that are difficult to express otherwise — and avoids the high
overhead of full reliability, i.e., the large packet numbers and long inter-packet times. For
example, in a network of n = 30 nodes, DEEP requires each node to send k = 30 packet per
sequence for full reliability. RARE, on the other hand, can achieve a reliability p = 99, 98%
with only k = 3 packets when assuming the parameters from Section 6.1. This is a 10-times
reduction in energy consumption — energy is directly proportional to the number of packets
sent — while the chance of losing data is only 0, 02 % in the worst case. More on this later
in Chapter 6.

Compared to other protocols from the literature, RARE is designed for heterogeneous net-
works, i.e., it supports arbitrary node types with different deadlines and packet lengths. This
has the advantage that packet loss probabilities can be modeled more accurately, which in
return improves reliability and the maximum achievable network sizes. In addition, the pre-
sented theory further includes the effects of practical factors such as external interference and
clock drift, and presents an algorithm (of heuristic nature) to find an optimum configuration
of MAC parameters, such that reliability is maximized for a given WSN.

In summary, RARE presents a MAC protocol for unidirectional WSNs that enables high
reliability at very low complexity and energy consumption. Note that, in Appendix B.3,
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RARE is further extended to bidirectional communication. This extension, called bi-RARE,
implements carrier sensing and ACKs to further enhance the average performance of the
network. Next, the following section evaluates DEEP and RARE in a numerical analysis and
simulation-based experiments.
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Chapter 6.

Evaluation and results

This chapter evaluates the DEEP and RARE protocols and compares them with other state-
of-the-art approaches from the literature. To this end, this chapter consists of two parts: a
numerical analysis and a simulation-based evaluation. The numerical analysis evaluates the
worst-case behavior of the protocols and examines the influence of certain MAC parameters
on the performance of the network. The simulation-based evaluation, on the other hand,
examines the average performance of the protocols and further compares them to other MAC
solutions from the literature.

In order to obtain suitable values for the following experiments, an exemplary case study
is introduced next. This describes a typical WSN application from Industry 4.0 and further
illustrates the different steps of network design. Note that this application has been selected,
because both DEEP and RARE can be implemented for it. However, any other WSN could
have been used as well, for example, a home automation setting as described in [68]. For a
more detailed list of possible application areas, see Section 7.1.

6.1. Use Case – Intelligent assembly line

Modern assembly lines are expected to increasingly rely on mobile robots, as these can perform
tasks quickly and efficiently. These robots are usually limited to a set of pre-programmed
tasks and lack autonomy. As a result, they still require human workers for manipulating
fragile parts or taking common sense decisions leading to a shared physical space.

This, of course, requires a high degree of safety, since weighty robots can potentially harm
humans and/or other robots. For this reason, humans and robots are equipped with sensors
to locate and track their positions. This data is periodically broadcast and received by a
central control station that computes mobile robots’ trajectories. If robots comes close to
humans or other robots, i.e., at a safety distance, these are slowed down or even stopped to
avoid accidents. In the case of communication loss, fail-save mechanisms need to be specified
to guarantee safety. For example, robots may perform an emergency stop, if no updates from
the central control station are received within a specified period of time, etc.

6.1.1. Timings and data structures

Workers and mobile robots, i.e., transmitting nodes in the network, periodically broadcast
their current position and speed with a total of 10 bytes. For this they are equipped with
a wireless transceiver that handles transmissions and receptions of data packets, which have
a basic frame format of 8 bytes preamble, 2 bytes Start Frame Delimiter (SFD) and 2 bytes
Cyclic Redundancy Check (CRC). Assuming a transmission speed of 2 Mbit/s, the resulting
length of a single data packet is:

lmax = Tpreamble + TSFD + Tpayload + TCRC

= 32µs+ 8µs+ 40µs+ 8µs = 88µs.

In addition, there will be a delay at the central control station, which is receiving all
data packets. This delay, denoted by thost, accounts for computation of trajectories, collision
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avoidance algorithms, and the reaction time of actuators and is estimated to be in the order
of several tens of milliseconds. In the following, it is assumed that thost ≤ 80ms.

6.1.2. Physical world

This example considers moving robots with a maximum speed of 10 km/h, i.e., around 3m/s,
and further assumes that the walking speed of human workers is no more than 5 km/h, i.e.,
around 1.5m/s. In addition, robots have a stopping distance of 0.5m (from maximum speed
to zero) and their safety distance is fixed to a radius of 4m.

In the worst-case, two robots move at full speed towards each other, which results in a
relative speed of 6m/s. Since it has to be guaranteed that both robots stop on time to avoid
collisions, the central control station has to receive their packets within:

tWC =
4m− 0.5m

6m/s
= 580ms,

from the time they enter each others safety distance. Subtracting thost as a safety tolerance
and to account for processing times, an upper bound on communication delay can be obtained:

dmax = tWC − thost = 500ms.

This is the time by which data must be received at the central control station to avoid
triggering fail-save mechanisms and cause an emergency stop.

6.1.3. Remaining network parameters

The previous sections determined a packet length lmax = 88µs and a deadline dmax = 500 ms,
however, there are other parameters to be defined for the experiments in the following sections.
To this end, it is assumed that each node is equipped with a CC2545 [83] transceiver IC for
handling data transmissions and receptions. The transceiver switching time, i.e., this is
the time required by a node to switch between receive and transmit mode, is consequently
tswitch = 130µs and the sensitivity, i.e., the time required to detect the channel as busy, is set
to t̄ = 10µs. Carrier sensing has been fixed to tsen = 150µs, i.e., slightly longer by than tswitch
to be able to detect the gap between data packet and ACK — see Appendix B.1 for more
details. Lastly, ACKs have the same frame format as data packets, but a reduced payload of
2 bytes containing the source node address. Their length is consequently lACK = 56µs.

Note that the above parameters are common to all protocols in the following experiments,
however, there are further MAC-specific values that need to be defined. Towards this, the next
section provides an overview of all protocols under comparison and describes their working
principles and remaining parameters.

6.2. Protocols under comparison

This section provides an overview of the different MAC protocols that are compared in the
following experiments. These are:

• DEEP is the protocol proposed in Chapter 4 that is designed to enable fully reliable
communication in unidirectional networks. Unless otherwise noted, the heuristic model
from Section 4.2 is used.

• RARE is the protocol proposed in Chapter 5 that is designed to guarantee a config-
urable level of reliability in unidirectional networks.

• bi-DEEP is an extension of DEEP for bidirectional networks that uses carrier sensing
and ACKs — see Appendix B.2.
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• bi-RARE is an extension of RARE for bidirectional networks that uses carrier sensing
and ACKs — see Appendix B.3.

• eMAC (extensive MAC) from [10] [11] is a deterministic protocol similar to DEEP
that enables fully reliable communication in unidirectional networks.

• TDMA (time division multiple access) is a synchronous protocol, in which nodes trans-
mit during dedicated time slots to avoid collisions. For this, they share a common clock
by periodically receiving synchronization beacons from the sink.

• CSMA (carrier sense multiple access) is an asynchronous protocol that implements
non-persistent carrier sensing and a random backoff scheme, similar to IEEE 802.15.4.

The eMAC protocol [10] [11] is based on the same principle as DEEP and bi-DEEP, i.e., it
consists in nodes sending their data as sequences of redundant packets with carefully chosen
inter-packet times. This way, unique transmission patterns are generated, ensuring that at
least one packet of a sequence reaches its destination in the worst case. The main difference
to DEEP is the methodology for selecting inter-packet times, which yields different results.
While DEEP-analytic (Section 4.1) uses formulas to calculate inter-packet times and DEEP-
heuristic (Section 4.2) implements a heuristic search algorithm, eMAC uses Integer Linear
Programming (ILP) for calculations. This results in very short and multiple values of inter-
packet times per node, which reduces delays and enables larger network numbers. However,
due to the high complexity of the problem, only small network with n ≤ 6 nodes could be
calculated by the authors [10]. To solve this problem and allow for larger n, the same authors
introduced a heuristic algorithm in [11], which greatly reduces computation times, however,
at the cost of lower performance.

Note that eMAC has been selected for comparison, since it follows a similar strategy
as DEEP and is applicable for purely unidirectional networks without the need for special
transceiver hardware. In contrast, other unidirectional MACs such as [14], [51], and [95] (see
Chapter 3) fail to meet these criteria and, hence, have not been included in the following
experiments.

Similarly, CSMA and TDMA have been selected for comparison, as these are commonly-
used for WSNs (see Section 2.5). However, since there exists a many different modified
versions in the literature, as discussed in Chapter 3, the following experiments only con-
sider baseline CSMA and TDMA; these are also the core technologies of most alternative
approaches [33] [78] [99]. In particular, during high contention — which the following ex-
periments simulate — most of these alternative approaches fall back to the performance of
either CSMA or TDMA and are, hence, not further considered in the presented comparison.
For example, [33] [78] reduce to CSMA and [99] reduces to TDMA at high congestion — see
also Chapter 3.

In the TDMA scheme, communication is organized in cycles. Each such cycle starts with a
beacon message for synchronization, followed by n dedicated time slots for data transmission,
where n is the number of nodes to transmit in the current cycle — see Section 2.5.1. In the
following experiments, the beacon is a normal data packet, which contains synchronization
and network information, having a length of 88µs. Time slots have a length of 404µs, i.e.,
they contain a data packet, an ACK and processing and switching times. In addition, a guard
time interval tguard is added before every slot and beacon to account for clock drift.

For increased robustness, there are three TDMA cycles within a deadline, which allows
nodes to retransmit packets or receive another beacon, if the previous ones were corrupted.
These cycles are evenly spaced within the deadline, i.e., these start at times 0, 167 ms and
333 ms from the beginning of dmax. Lastly, the beacon rate needs to be configured, i.e.,
the time after which a node has to receive a beacon to resynchronize before its clock drift
becomes too large and it starts violating slot boundaries. Assuming a standard oscillator

61



Chapter 6. Evaluation and results

with 100 ppm, the beacon rate will mainly depend on tguard. The greater the beacon rate,
the shorter tguard can be, resulting in short delays. However, since delay is generally less
important as long packets arrive before dmax, we select tguard to be as long as possible to
lower the beacon rate and decrease energy consumption. That is, it is meaningful to select
a beacon rate of 3.5 s and tguard = 700µs. Note that the sink sends a beacon in every cycle,
but sensor nodes only listen for them if they need to synchronize, i.e., every 3.5 s.

The CSMA scheme is based on the non-persistent, non-slotted CSMA protocol as defined in
IEEE 802.15.4 — see Section 2.5.2. Nodes use carrier sensing to assess the channel state prior
to packet transmissions and only send if the channel is free. In case the channel is blocked or
whenever a transmission failed, i.e., no ACK was received, the node performs a random backoff
before trying to retransmit. The backoff time is calculated using the binary exponential
backoff formula rand(1, 2c−1)·tbase with c being the number of failed transmissions. According
to IEEE 802.15.4, the maximum backoff and retransmission numbers are set to 4 and 3
respectively and a base multiplier of tbase = 320µs is used. The contention window — a
value which defines the minimum and maximum length of the backoff time — was increased
to [32, 1024] to prolong backoff times and allow CSMA to use the full deadline (with default
parameters as per IEEE 802.15.4, only a short fraction of the deadline is used). This increases
the overall performance of CSMA in the simulation and, in particular, reduces collision rates
and energy consumption.

6.3. Numerical analysis

This sections presents a numerical analysis that evaluates the worst-case performance of the
proposed protocols DEEP and RARE and examines the influence of certain MAC parameters
on the performance of the network, i.e., how changing them affects the protocol’s behavior.

The following experiments are based on the parameters obtained from the intelligent as-
sembly line in Section 6.1. Further, the number of nodes, i.e., workers and mobile robots, is
set to n = 30 and in the case of RARE, reliability is set to p = 99.999% (equal to a sequence
loss rate 1 − p of 10−5). For simplicity, external interference and clock drift are neglected
for now, as this is discussed later in Section 6.4.4 and 6.4.5.1 However, observations and
conclusions remain valid.

In particular, the following experiments evaluate the performance of the proposed MACs
by analyzing the maximum possible network size nmax, i.e., the number of nodes that can be
safely accommodated in a network for the given parameters. This nmax results from delay,
channel utilization and throughput of the MAC and often constitutes the limiting factor for
many applications. The higher this nmax, the better the corresponding MAC is.

6.3.1. The DEEP protocol

This section focuses on analyzing the worst-case behavior of DEEP. In particular, the different
network models are examined more closely, i.e., DEEP-analytic from Section 4.1 and DEEP-
heuristic from Section 4.2, and their differences in performance, computing time, etc. are
evaluated. Lastly, this section also discusses the impact of arbitrary node types with different
deadlines and packet lengths on performance.

Maximum number of nodes versus deadline

First, let us analyze nmax for the case of both the deadline and packet size being the same
for all nodes, as displayed in Fig. 6.1a. Clearly, for an increasing deadline, the maximum
number of nodes nmax increases with all MACs, since longer deadlines allow sending more

1This assumption facilitates the understanding of results, since these are not distorted by additional errors.
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that leads to DEEP-heuristic*.

Figure 6.1.: Maximum network size nmax vs. deadline and the corresponding optimal search
depth (osd).

packets with less collisions. The greatest number of nodes can be realized using the eMAC
scheme, since it has the most elaborate search optimization and allows multiple inter-packet
times per single node. It is, however, computationally very expensive — as discussed later —
and yields only around 15 % better results than DEEP-heuristic. For a deadline of 750 ms, it
allows for around 31 nodes, whereas DEEP-heuristic can reach approximately 27 nodes. The
DEEP-analytic approach only allows 17 nodes for this deadline.

The heuristic model of DEEP is depicted twice in Fig. 6.1a: The DEEP-heuristic curve
depicts the results from the unmodified algorithm as shown in Alg. 1, whereas the DEEP-
heuristic* curve shows a slightly optimized variant. To explain the difference between them,
let us again consider Alg. 1. This algorithm gradually searches for periods for each node and
takes the first value that is proven valid by function check period(). However, this first choice
can be further optimized. In particular, it can be observed in Fig. 6.1a that DEEP-heuristic
sometimes finds a greater nmax for a smaller deadline. This suggests making Alg. 1 search
for a local optimum in the close vicinity of a deadline, which leads to the DEEP-heuristic*
curve in Fig. 6.1a. That is, for a given deadline di, the local optimum nmax is searched in
[di · (1 − osd), di], where osd ∈ [0, 1] denotes what is called the optimum search depth. This
gives the length of the search interval in relation to di: an osd = 0 means no search for an
optimum; an osd = 1 means a full search in [0, di]. Clearly, the greater the value of osd, the
more computation time is required.

Fig. 6.1b shows the values of osd that leads to a locally optimum nmax. As it can be noted,
an osd = 0.07 is the greatest osd required to find the optimum nmax at a 180 ms deadline.
On the other hand, for other deadlines, the osd peaks to around 0.02 to 0.03, i.e., 2 % to 3 %
of the deadline, as illustrated in Fig. 6.1b.

Computation time

Let us now discuss the computation overhead by the different approaches, i.e., the time that
is needed to calculate inter-packet times for all nodes. All calculations were performed on
an Intel i7 3520M processor at 3.9 GHz and with 8 GB of memory. Results are depicted in
Fig. 6.2.

As expected, the DEEP-analytic scheme has the lowest computation time, since inter-
packet times can be calculated analytically with linear complexity. Its computation time for
30 nodes is below 5 ms. DEEP-heuristic, i.e., without optimization, offers the second lowest
computation time. Its computation time slowly rises and is around 330 ms for 30 nodes. With
optimization and an osd of 10 % for the DEEP-heuristic* variant, the computation time rises
to 12 s for 30 nodes.

63



Chapter 6. Evaluation and results

5 10 15 20 25 30

n

100

102

104

106

108

co
m

pu
ta

tio
n 

tim
e 

[m
s]

eMAC
DEEP analytic
DEEP heuristic
DEEP heuristic*

Figure 6.2.: Computation time versus number of nodes

In case of eMAC, the multiple inter-packet times per single node and the extensive opti-
mization lead to considerably higher computation overhead. For 30 nodes, its computation
time is around 18 hours as shown in Fig. 6.2. Although these algorithms normally run off-line
on a fast computer, high computation times negatively impact testing and debugging of a
system, in particular, during the production and early deployment phase.

Note that, although not depicted in Fig. 6.2, the RARE protocol features a similarly low
computation time as DEEP-analytic. This is because its parameters can also be calculated
via formulas without the need of a heuristic search algorithm. In the above example, the
computation time for RARE was around 1 ms for n = 30.

Effect of different deadlines

The following experiments examine how nmax is influenced when nodes with different dead-
lines are considered. Fig. 6.3a shows an exemplary system with two types of nodes: fast
nodes with a deadline dshort of 500 ms and slow nodes with a deadline dlong of 10 s.

Since both eMAC and DEEP-analytic are not designed for systems with different deadlines,
they cannot take advantage of the long deadline and have to assume the short deadline for all
nodes. Their nmax consequently do not change for an increasing number of nodes with long
deadlines and stay at the value of 0 % slow nodes (i.e., only fast nodes). In contrast, DEEP-
heuristic allows a higher nmax for a rising percentage of nodes with long deadlines, since it
was specially designed to benefit from this. For 50 % or more slow nodes, DEEP-heuristic
results in the greatest nmax — see Fig. 6.3a, even greater than eMAC with its considerably
more elaborate optimization.

In Fig. 6.3a, the deadlines dshort and dlong are fixed to dshort = 500 ms and dlong = 10 s,
i.e., a deadline ratio dlong/dshort of 20. Since this ratio also influences the maximum number
of nodes nmax by DEEP-heuristic, this is further investigated in Fig. 6.3b. Here, the system
is again composed of two node types: fast nodes with a deadline dshort of 500 ms and slow
nodes with a deadline dlong, which in this case, can be varied from 500 ms (ratio of 1) to
4 s (ratio of 8). The number of fast nodes compared to the number of slow nodes within
the system is fixed, e.g., the 20/80 system is composed of 20 % fast nodes and 80 % slow
nodes. As depicted in Fig. 6.3b, the greater the amount of nodes with long deadlines in the
system, the higher nmax is for an increasing dlong/dshort ratio. However, nmax saturates for
high deadline ratios, i.e., making dlong greater has no positive effect on nmax from a certain
point onwards.

This saturation point is reached earlier, i.e., for smaller deadline ratios, the lower the
number of slow nodes is. That is, systems with a small amount of slow nodes, for example,
the 80/20 system with 20 % slow nodes, have little benefit from a greater dlong. Systems with
a high number of slow nodes, for example, the 10/90 system with 90 % slow nodes, benefit
from greater values of dlong.
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(c) Varying ratio of slight nodes with a short packet
length lshort = 52µs and intense nodes with a four
times longer packet length llong = 208µs.
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Figure 6.3.: nmax for a system consisting of two node types: nodes with short and long
deadlines (i.e., fast/slow nodes) or nodes with short and long packet lengths (i.e.,
slight/intense nodes). Note that the ratio between these are given in percent,
e.g., 20/80 means 20 % fast/slight nodes and 80 % slow/intense nodes.

The reason is that, in the worst case, a fast node with a short deadline can be activated
multiple times within the longer deadline of a slow node. This means that the slow node can
potentially collide with more packets of the fast node within its long deadline. This effect
increases with the number of fast nodes and the ratio of dlong/dshort — as shown in Fig. 6.3b
— leading to the observed saturation.

Effect of different packet lengths

Let us now analyze the effect of different packet lengths on nmax. To this end, Fig. 6.3c regards
a system composed of two node types: slight nodes with short packet lengths lshort = 52µs
corresponding to one byte payload and intense nodes with a four times longer packet length
llong = 208µs corresponding to a 40-byte payload.2

Varying the percentage of nodes with short deadlines does not influence nmax of DEEP-
analytic and eMAC, as both of them are not designed for different packet lengths and, there-
fore, have to assume llong for all nodes. In contrast, as illustrated in Fig. 6.3c, DEEP-heuristic
leads to improved results when combining different packet lengths. The values of nmax in-
crease as the percentage of nodes with a short packet lengths increases, outperforming the

2As discussed before in Section 6.1.1, every transmission contains a preamble, SFD, etc., which adds 48µs
additional time to each packet length.
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eMAC protocol from 40 % slight nodes — with short packet lengths — onwards. Note that
long packets leads to a higher channel utilization and, hence, nmax decreases for all algo-
rithms. That is, values of nmax in Fig. 6.3c are smaller than those of Fig. 6.3a although
curves look similar.

Further, nmax is also influenced by the packet length ratio between different nodes, i.e.,
how big the packet length of a node is compared to another node. In Fig. 6.3d, similar to
Fig. 6.3c, a system with two different node types is used: slight nodes with a short packet
length lshort corresponding to a payload of one byte and intense nodes with a long packet
length llong that can be varied between 1 byte (ratio of 1) and 64 bytes payload (ratio of
around 6). Now, the amount slight compared to intense nodes is fixed, e.g., the 20/80 curve
is a system with 20 % slight and 80 % intense nodes.

The negative impact of the packet size on nmax is clearly visible: As the packet length llong
rises, the channel utilization increases. A high channel utilization implies less time for other
nodes to send their packets, therefore, the maximum number of nodes nmax decreases in a
considerable manner.

When llong has a payload of 1 byte, the packet lengths are the same for both node types
and all curves displayed in Fig. 6.3d have the same nmax. When the payload of llong rises,
the nmax values of the systems with more intense nodes decrease more rapidly, e.g., the
10/90 system with 90 % intense nodes falls deeper than the 80/20 system with only 20 %
intense nodes. In contrast to Fig. 6.3b, note that there is no saturation effect for high packet
length ratios, but nmax tends to 0. In summary, long packets should be avoided in order to
achieve an acceptable nmax. Alternatively, the deadline of nodes with long packets should be
increased to compensate this negative effect.

6.3.2. The RARE protocol

This section further analyzes the worst-case performance of RARE. Note that RARE is
generally more complex to analyze compared to DEEP, since more parameters need to be
configured. In the case of DEEP, packet numbers are fixed (to n) and inter-packet times solely
depend on packet lengths and deadlines. However, in the case of RARE, these additionally
depend on tmin, tmax, k and m, hence, a more detailed analysis is required.

Towards this, the following analysis evaluates the impact of RARE’s parameters tmin, tmax,
k, m and p by measuring the resulting performance in nmax and p, i.e., how many nodes are
feasible for a given setting and what reliability can be achieved. Similar as before, it is first
assumed that deadlines and packet lengths are the same for all nodes (denoted by dmax and
lmax), which is then extended to arbitrary values later.

Selecting tmax and tmin

Given the parameters n, lmax, and dmax, the first step is to determine the number of packets
k that guarantees the desired reliability p. This implies finding valid values of tmax and tmin
for a given k that not only satisfy (5.1.6) and (5.1.7), but also (5.1.1) and (5.1.4).

Fig. 6.4a and Fig. 6.4b show plots of (5.1.6) (solid line) and (5.1.7) (dashed line) for
p = 1 − 10−5 and different values of k. Upward- and downward-pointing triangles identify
valid values of tmax and tmin. The value of m has been set to 1 in Fig. 6.4a and to 2 in
Fig. 6.4b. Recall that this parameter determines the lower bound of tmin and, hence, the
number of packets from the same node in an interval of length tmax − tmin.

From Fig. 6.4a and Fig. 6.4b, it can be observed that p = 1− 10−5 cannot be guaranteed
for every k. In the case of m = 1 in Fig. 6.4a, the system is only feasible for k in [6, 35]. It
should be noted that the number of valid values for tmax and tmin reaches its maximum for
k = 12. For higher k this number decreases until having only one valid value for k = 35.
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Figure 6.4.: Valid values of tmax and tmin for different m

That is, a higher k does not increase the reliability anymore, since the increasing interference
between nodes starts to be the dominating effect from this point on.

Now, in the case of m = 2 in Fig. 6.4b, the system is only feasible for k in [9, 15] and, in
general, there are less valid values of tmax and tmin. This is analyzed next in detail.

Effect of m

Let us now study the effect of m on the maximum number of nodes nmax that can be reached
for a specified p. Fig. 6.5a shows how nmax varies with m and different values of k. For k = 6,
p = 1 − 10−5 and m = 1, around 35 nodes are possible, which reduces to 14 for m = 4. A
similar behavior can be observed for other k.

In other words, m allows for more flexibility in selecting values of tmin. The greater m is
chosen, the closer tmin may be to zero — see (5.1.1). As a result, the interval [tmin, tmax]
becomes longer decreasing the probability of packet collision — see (5.1.3). On the other
hand, m also increases the number of packets in [tmin, tmax] from the same node, which again
increases the probability of packet collision — see again (5.1.3). In general, the second effect
dominates such that a greater m negatively impacts the attainable size of the network. It
is therefore meaningful to consider m = 1 and tmin = tmax

2 — minimizing the probability of
packet collision for m = 1 — for the rest of this work.

Reliability vs. number of nodes

Fig. 6.5b shows the dependency of the maximum possible number of nodes nmax on the
desired reliability p for different values of k. It can be observed that sending a small number
of packets, i.e., k = 4, allows an acceptably big nmax for low values of p. With k = 4 and
p = 0.95, it is possible to achieve nmax = 170, but this rapidly reduces for very high p, for
example to nmax = 20 for p = 1−10−5. For these high reliabilities, more packets are required
to achieve an acceptably high nmax. For example, for p = 1 − 10−5, at least k = 6 are
needed for achieving a network size of > 30 nodes. As mentioned previously, the only way of
guaranteeing a reliability of 100 % (p = 1) with RARE is with only one node, i.e., n = 1.

For a given reliability value, there exists an optimal k that maximizes nmax. In Fig. 6.5b,
for example, k = 4 performs best for p up to p ≤ 1− 10−2 %. Similarly, k = 6 is optimal for
p ≤ 1 − 10−4, k = 12 for p ≤ 1 − 10−6 and k = 18 for p > 1 − 10−6. Note that if multiple
values of k satisfy a given p and n, it is meaningful to select the lowest k, clearly, leading to
less energy consumption.
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Figure 6.5.: Maximum network size nmax for different m, p and k

Effect of arbitrary deadlines

Let us now analyze an exemplary system consisting of two node types in Fig. 6.6a: type 1
with short deadlines of d1 = 500ms and type 2 with varying deadlines of 500 ≤ d2 ≤ 5000ms.
Again, for simplicity, the subindexes 1 and 2 represent the node type 1 and 2 respectively as
defined above. The remaining parameters were set to n = 30, k = 3 and l1 = l2 = 88µs; mij

are computed based on Alg. 3.
By modeling arbitrary deadlines, it is possible to reach higher reliabilities than in the case

of assuming that all deadlines are the same. In this case, all deadlines are set to be equal to
the shortest possible one in the system (see Section 5.1), which incurs pessimism as shown by
the ref system in Fig. 6.6a. This allows for at most a reliability of 99.977 % for all d2, which
equals a sequence loss rate 1 − p ≈ 2 · 10−4. In case of the 20/80 system — 20 % of type 1
and 80 % of type 2 nodes — the reliability increases to around 99.9995 % and the sequence
loss rate (1− p) decreases to 5 · 10−6 for d2 = 5000ms. This is an improvement of (1− p) by
a factor of 40.

It can also be observed that the reliability p2 increases stepwise every 500ms until slowly
saturating for a large d2. At every step, viz., when d2 is a multiple of d1, mi1 can be increased
by one as per Alg. 3. This allows reducing the value of tmin,2 and, hence, results in a better
reliability p2 as shown in Fig. 6.6a. As expected, the more type 2 nodes there are in the
system, the higher the value of p2 that can be reached, since there will be more nodes with
longer deadlines.

Effect of arbitrary packet sizes

The following experiment analyzes the effect of arbitrary packet sizes on reliability. For this
purpose, let us consider (5.2.4), which gives an upper bound on tmin,i. This bound depends
on tmax,i and ∆coll,i as per (5.2.1). Now, by increasing the packet sizes li, the collision interval
increases and, hence, tmin,i decreases. However, tmin,i is lower bounded by (5.2.2) and can
therefore only decrease to a certain extent. Otherwise, the system stops being feasible.

Reliability is then conditioned by the packet sizes li of all nodes as per (5.2.1) and by
the length of the shortest tmin,j in the system — as per (5.2.2). In summary, allowing for
arbitrary packet sizes instead of assuming the longest possible lmax for every node reduces
∆coll,i and, hence, increases reliability according to (5.2.5).

Fig. 6.6b now displays an exemplary system with two node types: type 1 with short
packets of l1 = 10 bytes (88µs as before in Sec. 6.1) and type 2 with varying packets of
10 ≤ l2 ≤ 600 bytes. For simplicity, the sub indexes 1 and 2 represent the node type 1 and 2
respectively and not directly the node 1 and 2. The remaining parameters were set to n = 30,
k = 3, d1 = d2 = 500ms and m = 1.
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Figure 6.6.: The maximum possible reliability p2 for a system with two node types 1 and 2 and
different deadlines (left) and packet lengths (right). The different curves show p2
for different n1/n2-ratios, i.e., 20/80 means 20 % type 1 and 80 % type 2 nodes
with n1 + n2 = n = 30. The ref curve shows the behavior of the basic scheme
from Section 5.1, which does not allow modeling different deadlines/packet sizes.

As expected, an increasing l2 leads to lower reliability, which reaches p2 = 0 for high values
of l2, i.e., when (5.2.7) does not hold and, hence, the system is not feasible for any valid p2.
It can further be observed that a higher ratio of type 1 to type 2 nodes, i.e., when the number
of type 2 nodes with their relatively big packets is low, allows for a higher reliability (of the
remaining type 2 nodes in the system).

By taking arbitrary packet sizes into account, it is possible to reach higher reliabilities than
for packets with the same size. In the latter case, the corresponding packet lengths are set
to be equal to the longest possible packet in the system to guarantee the desired reliability
(see Section 5.1), incurring pessimism as shown by the ref system in Fig. 6.6b. This system
achieves a reliability of 65 % for l2 = 256 bytes, whereas the 80/20 system — 80 % of type
1 and 20 % of type 2 nodes — allows for 91% reliability. This is an improvement of 40 %
over the ref system from Section 5.1. Even for small differences in packet sizes, for example
l2 = 44 bytes, reliability can be improved considerably. In this case, p2 can be increased from
99.81 to 99.9 %, which corresponds to a 50 % reduction of the sequence loss rate (1− p).

6.4. Simulation

Complementary to the previous section, where the worst-case behavior is illustrated in a
numerical evaluation, this section further analyses the different MAC protocols with respect
to their average performance. Towards this, a simulation was implemented in OMNeT++ [85]
that runs different network parameters and records statistical values for very large numbers
of transmissions — at least 1,000,000 packets were simulated for each of the presented curves.

The simulated network is based on the intelligent assembly line from Section 6.1 and
consists of one sink, i.e., the central control station, and n identical transmitting nodes, i.e.,
mobile robots and human workers. These are randomly distributed in a field of 50 m x 50 m
and periodically transmit their position and speed to the sink located in the center of the
field. All data is processed by the OMNeT++ framework at runtime, comparing time stamps
of simulated packets to determine whether they overlap and, hence, interfere with each other.
Again, for simplicity, external interference and clock drift are neglected for now, as this is
discussed separately in Section 6.4.4 and 6.4.5. However, observations and conclusions remain
valid.
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Note that, in the case of RARE, network parameters were slightly changed from the pre-
vious numerical analysis to match the different nature of the Omnett++ simulation environ-
ment. That is, the packet numbers were reduced to k = 3 to reduce reliability and be able
to show results in a clearer manner — for very high reliabilities, simulation results become
inaccurate. However, this assumption does not invalidate the following results and k = 3
is sufficient for a good average performance. Lastly, based on the findings of the numerical
analysis in Section 6.3.2, the parameters m and tmin were set to m = 1 and tmin = tmax

2 to
maximize reliability.

6.4.1. Reliability and packet loss

First, Fig. 6.7 displays the simulated (average) reliabilities of the different MAC protocols
for rising n. It can be observed that DEEP, eMAC and TDMA offer an average reliability
of 100 % for all n, i.e., there was never any data loss.3 In the case of TDMA, this is because
collisions between nodes are effectively prevented by its time slot arbitration, whereas the
eMAC and DEEP protocols prevent data loss by creating unique, redundant transmission
patterns.

In contrast, the reliability of CSMA and RARE decreases with a rising n, since more
traffic is generated leading to higher collision probabilities. In the case of CSMA, reliability
is the lowest due to its backoff mechanism that is designed for fast data transfer rather
than reliability. In particular, backoff times are initially very short and only increased if
retransmissions fail. Short backoff times cause packets to be sent faster and, therefore, lead to
a higher channel utilization, i.e., a big amount of data per time unit. This generally increases
collision probability, in particular, if multiple nodes are triggered simultaneously [9]. RARE,
on the other hand, balances network load by distributing packets uniformly along the full
deadline. This avoids peaks in data traffic and leads to a higher reliability, e.g., more than
99 % for n ≤ 150 on average. Note that the average reliability of RARE never falls below its
calculated lower bound (”RARE (worst case)”-curve), which validates theory.

Next, Fig. 6.8a shows how many packets are lost on average within a packet sequence
as n increases, which illustrates the amount of unnecessary redundancy of the unidirec-
tional protocols.4 A lower packet loss means that more packets from a sequence reach
their destination, i.e., sending less packets would have been sufficient to guarantee relia-

3Note that eMAC could only be simulated up to n = 30, since finding inter-packet times is difficult due to
its high computational complexity.

4Note that the bidirectional protocols cannot be included in Fig. 6.8a, since these do not transmit a fixed
number of packets per sequences, but instead stop after receiving an ACK.
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Figure 6.8.: Simulated packet loss and reliability

bility in this case. However, Fig. 6.8a shows the average case, whereas these protocols were
designed to guarantee reliability in the worst case.

The amount of packet loss depends on the network size n, number of packets per sequence k
and the time between transmissions (inter-packet times). Starting from 0 % for n = 1 — there
are no collisions with only one node in the network — packet loss rises for all protocols with
increasing n, since more collisions occur due to higher network traffic. In the case of RARE,
which always transmits k = 3 packets per sequence, packet loss rises linearly. In addition,
since it transmits less packets than eMAC or DEEP and distributes them more evenly along
the available time (i.e., the deadline), it generally loses less packets per sequence.

In the case of DEEP and eMAC, a different behavior can be observed. As we know, the
number of packets k per sequence equals the network size n, hence, increasing n leads to a
strongly rising data traffic. On the other hand, inter-packet times also increase for higher n
and, consequently, the amount of packet loss reduces. In this case, the effect of longer inter-
packet times dominates over that of increasing packet numbers from a certain point onwards.
This point is reached at n = 4, where the maximum packet loss can be observed. Note that
the fluctuations in the curves of eMAC and DEEP are caused by their non-linear inter-packet
times. Further, eMAC has a typically higher packet loss, due to is more optimized and shorter
inter-packet times.

Fig. 6.8b evaluates how well DEEP performs with a reduced number of packets per sequence
k compared to RARE. As can be seen here, when reducing k to a value smaller than n, DEEP
cannot guarantee full reliability anymore, but starts losing data. This data loss increases with
rising n, since more traffic is generated and more collisions occur, consequently leading to a
lower reliability. Clearly, the lower the number of k, the faster reliability decreases, since it
is more likely to lose all packets of a sequence. In this example, for n = 75, DEEP drops to a
reliability of around 98 % for k = 4, 99.8 % for k = 5 and 99.99 % for k = 6. Note that these
reliabilities are relatively high, considering that the packet numbers are much smaller than
the k = 75 needed for full reliability. This again shows that full reliability is expensive, e.g.,
to get from 99.99 % (k = 6) to 100 % (k = 75) reliability, 69 more packets are required per
sequence.

Note that RARE generally achieves a higher reliability than DEEP for the same packet
numbers, e.g., it can achieve a reliability of 99.9 % for n = 75 and k = 3, which is higher than
for DEEP with k = 5. This is because nodes transmit data in random time intervals that
are independent of each other. With DEEP, on the other hand, the inter-packet times of all
nodes depend on each other, which is very restricting. Although this has benefits such as
allowing both fully-reliable and reduced-reliable nodes in the same network, this also slightly
decreases performance compared to RARE.
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Figure 6.9.: Average delays of the different MAC protocols for a varying n. The right figure
shows an enlarged view for better visibility.

6.4.2. Delay

This section evaluates the communication delay of the different MAC protocols, i.e., the time
needed from the activation of a node until the first successful reception of a packet. As can be
seen in the case of the average delay in Fig. 6.9, an increasing n leads to longer average delays
for all MAC protocols due to higher network traffic and increased collision probabilities. As
a consequence, each node has to sent more packets on average for a successful reception.

In the case of DEEP and eMAC, the average delay rises quadratically as a result of longer
inter-packet times for a greater n — this increase is less steep for eMAC due to its more
optimized and shorter inter-packet times. TDMA, on the other hand, shows a linearly rising
average delay due to a higher number of slots within the cycle. Similarly, CSMA and RARE
also show linearly rising delays, however, the overall value is much higher for RARE. This is
because, unlike CSMA, which tries to achieve fast transmission by first using short back-off
times, RARE equally distributes its k transmissions within the full deadline dmax. This results
in longer average delays, however, it also leads to a more balanced traffic load. For example,
in bursty networks, e.g., when an event triggers multiple nodes at the same time, RARE
yields no traffic peaks, resulting in less collisions in total. This is beneficial for reliability as
shown previously in Fig. 6.7 and energy efficiency as shown in the next section.

The maximum delay, i.e., the longest time from activation of a node until successful re-
ception of its data, is shown in Fig. 6.10a. Here, both RARE and TDMA offer constant
maximum delays, which are independent of n. In the case of RARE, this delay is equal to the
deadline dmax, whereas for TDMA this has the value of one full TDMA cycle, i.e., 167 ms. In
contrast, CSMA, eMAC and DEEP have exponentially rising delays. For CSMA, this rises
with the number of back-off retries and transmission attempts, hence, it is independent of
n and shows a constant value in Fig. 6.10a. For eMAC and DEEP, however, the maximum
delay increases exponentially with n3 due to larger inter-packet times and packet numbers.
This results in very high delays for large n, for example, 1.3 s for n = 30 for DEEP and 0.7 s
for n = 30 for eMAC; note that eMAC features shorter delays due to more optimized and
shorter inter-packet times. As a result, both protocols are only suitable for smaller networks
or for applications that tolerate long delays.

6.4.3. Energy consumption

This section further analyzes the energy consumption by the different MAC protocols. To-
wards this, Fig. 6.10b depicts the average energy consumption per node on one day, in which
the system was first active for 12 h and then in sleep for the remaining 12 h. The amount
of energy consumed was calculated by multiplying the recorded times each node spent in
receive, transmit and sleep mode with the corresponding power levels from the CC2545
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Figure 6.10.: Maximum delays and energy consumption for varying n

transceiver [83]. That is, a node requires 62.5mW during transceiver switches and in receive
mode, 80.5mW in transmit mode and 4.5µW in sleep mode at VDD = 3V . Note that during
the 12 h sleep period, TDMA is deactivated and no beacons are transmitted to save energy.

The energy consumption of a node depends on the number of packets sent, as well as on
the packets themselves. For the unidirectional protocols eMAC, DEEP and RARE, a single
packet transmission causes a node to be in transmit mode for lmax = 88µs, which requires
7µWs energy. When sending ACKs, a node has to switch to receive mode after sending a
packet, listen for the ACK and switch back to transmit mode. Considering that each node
switch takes 130µs and receiving the ACK takes 56µs, this results in additional 316µs time
in receive mode and a total energy consumption of 26.8µWs. With CSMA, nodes have to
spend additional 150µs in receive mode for carrier sensing, increasing the total receive time
to 466µs and energy consumption to 36µWs.

As shown in Fig. 6.10b, energy consumption of RARE is independent of n, since nodes
always transmit three packets per deadline. Similarly, with TDMA, nodes always send one
packet per deadline, since there are no (internal) collisions and external interference is ne-
glected. However, since transmitting one packet with ACK requires more energy than trans-
mitting three packets without ACK, TDMA consumes more energy than RARE in total. In
addition, nodes have to periodically receive beacons, which makes up for around 18 % of the
total energy demand. CSMA, on the other hand, shows an increasing energy consumption
for rising n, as more collisions occur and packets have to be retransmitted more often —
this first rises linearly until starting to saturate for very high n due to limited retransmission
numbers. Lastly, in the case of eMAC and DEEP, in which nodes have to transmit k = n
packets per sequence, energy consumption also rises linearly, however, to much higher levels
for large n.

6.4.4. External interference

So far, we considered internal interference only, i.e., packet collisions are caused by simul-
taneous transmissions within the network. In real-world deployments, however, there will
inevitably be interference from sources outside the network, also referred to as noise on
the communication channel. This noise typically originates from neighboring networks, for
example, devices using WiFi, Bluetooth, etc., or other sources generating electromagnetic
emissions, e.g., sparks in a rotating electric motor — see also Section 2.2.2.

To show possible effects on the different MAC protocols, a network of n = 30 nodes was
simulated in which a separate node randomly emits interference pulses of variable length
from 48 to 304µs, which corresponds to the duration of data packets with payloads between
0 and 64 bytes. The level of interference, i.e., σ, can be changed by varying the duty cycle
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Figure 6.11.: Simulated reliabilities for an increasing level of external interference

of the interfering node, i.e., the ratio of time it actively transmits to the inter-pulse sepa-
ration. This is stepwise increased from 0 % (no interference) to 100 % (blocked channel) in
the following experiments. Finally, it is again (pessimistically) assumed that any overlap-
ping of transmissions leads to packet loss, i.e., there is no capture effect and data cannot be
recovered.

As can be seen in Fig. 6.11a, a rising level of interference decreases the reliability of all
MAC protocols. This is because transmissions are corrupted more often and nodes have to
perform a larger number of backoffs/retransmissions, leading to a higher chance that data
can no longer be transmitted to the sink within the protocols’ maximum retransmission
numbers, etc. For low interference levels, reliability generally decreases only slightly, since
each protocol can tolerate a certain amount of additional collisions/corruption. For higher
levels of external interference, however, for example 10 % for CSMA, transmission numbers
start to not be sufficient anymore and reliability decreases very quickly. For even higher levels
of external interference, e.g., 35 % for CSMA, communication is hardly possible anymore and
reliability converges to 0 %.

In general, bidirectional protocols are less robust against external interference compared to
unidirectional protocols due to their higher protocol overhead, e.g., acknowledgments, carrier
sensing and synchronization. These mechanisms are also affected by external interference
and, hence, form additional error sources that lower reliability. In Fig. 6.11a, CSMA is the
least robust against external interference, since it has the highest internal collision rate due
to its backoff scheme, which is optimized for short delays rather than for reliability. As a
result, there is less room for tolerating additional collisions/corruption compared to other
protocols. In the case of TDMA, reliability is the second lowest due to the overhead created
by its synchronization and ACK scheme. In particular, if too many synchronization beacons
are lost, the network desynchronizes and communication is not possible anymore. For CSMA
and TDMA, external interference should be below 10 and 15 % to still maintain reliabilities
> 95 %.

Unidirectional protocols, on the other hand, are generally robust against external inter-
ference due to their low overhead. For example, RARE, shows a relatively high robustness,
although it transmits only k = 3 packets per sequence, which is less than CSMA with up to
4 retransmissions and 3 backoff retries. As can be seen in Fig. 6.11a, it offers a reliability
over 95 % for up to 20 % interference. DEEP and eMAC also show an excellent robustness
against external interference, offering reliabilities of > 95 % for up to 55 % interference. This
is due to their high transmission numbers (k = 30), which result in a very low probabilities
that all packets of a sequence are corrupted. Note that eMAC and DEEP show very similar
performance, since both transmit the same number of packets. As discussed next, this is the
main factor of how robust a protocol is against external interference.

74



6.4. Simulation

0 200 400 600 800 1000

clock drift [PPM]

0

20

40

60

80

100
re

lia
bi

lit
y 

[%
]

RARE
DEEP
eMAC
CSMA
TDMA 0 200 400 600 800 1000

99.98

100

(a) All protocols for small clock drifts

0 2 4 6 8 10

clock drift [%]

99

99.2

99.4

99.6

99.8

100

re
lia

bi
lit

y 
[%

]

RARE k=2
RARE k=3
RARE k=4
RARE k=5

(b) RARE for very large clock drifts

Figure 6.12.: Simulated reliabilities for an increasing clock drift

Next, Fig. 6.11b depicts the reliability of RARE and DEEP for an increasing level of inter-
ference and different numbers of packets per sequence. As mentioned before, the robustness
of a protocol is largely determined by the number of packets per sequence — and by the
packet length and overhead, which, however, are the same in this case. This is also shown
in Fig. 6.11b, where it can be observed that both DEEP and RARE feature a very similar
performance for the same k. The slight difference between both curves originates from their
internal collision rates; the lower this value is, the higher the reliability against external in-
terference. For small k, e.g., k = 3, RARE has a smaller internal collision rate than DEEP
due to larger inter-packet times, which, however, reverses for larger k. This can also observed
in Fig. 6.11b, where RARE performs slightly better for k = 3 and slightly worse for k = 10
and k = 30.

In summary, both RARE and DEEP feature an excellent robustness against external in-
terference, clearly outperforming existing approaches, in particular, bidirectional ones. For
example, at 50 % external interference, both CSMA and TDMA cannot convey data anymore,
whereas RARE and DEEP (at default configuration) still provide a reliability of 60 % and
99.9 % respectively. This robustness can be adjusted, for example, more packets can be sent
per sequence, if an environment is noisy. On the other hand, if there is not much external
interference, e.g., in a well-shielded, indoor environment, packet numbers can be lowered to
save energy.

6.4.5. Clock drift

The following section discusses the effects of clock drift, i.e., how the naturally occurring
variance of an oscillator’s frequency affects a node’s behavior. To this end, an exemplary
network with n = 30 nodes was simulated in which each node runs on a local clock with a
random drift in [−∆drift,+∆drift]. Here, ∆drift is the maximum drift of the current iteration,
which is slowly increased from zero to 1000 ppm (= 0.1 %). Note that a drift of 1000 ppm
means that the clock deviates 1000 parts per million from its nominal frequency. For example,
if we consider a 1 MHz crystal, a 1000 ppm drift would cause it to run at either 1,001,000 Hz
or 999,000 Hz.

In Fig. 6.12a, it can be observed that all asynchronous approaches, i.e., CSMA, eMAC,
DEEP and RARE, are barely affected by an increasing clock drift due their lack of synchro-
nization and repeated number of (re-)transmissions. In the case of CSMA, no decrease in
reliability was measured, since inter-packet times are random, making the protocol robust
against clock drift. With DEEP and eMAC, on the other hand, where inter-packet times are
constant and carefully selected to generate collision-free transmission pattern, a clock drift
> 0 ppm leads to data loss. That is, their transmission patterns are altered and, hence, can-
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not prevent multiple collisions between nodes anymore. However, the observed decrease in
reliability is very small due to high packet numbers, i.e., it is still unlikely to lose all packets
of a sequence. In this example, data loss was below 10−6 for all drift values > 0 ppm.

In contrast, the synchronous TDMA protocol is strongly affected by clock drift due to
its slot-based structure. That is, if drift values exceed a certain threshold — determined
by the guard time interval and beacon rate — slot boundaries are violated and collisions
occur, in particular, between neighboring slots. Beacons can also be corrupted by drifted
packets, delaying resynchronization and, therefore, amplifying these effects even further. In
Fig. 6.12a, it can be observed that data loss starts from 200 ppm onwards. This is the value
from which nodes can drift more than tguard = 700µs before resynchronizing, i.e., before
receiving another beacon every 3,5 s. The larger the drift values the stronger these effects
are, i.e., it is more likely that a node drifts beyond its slot boundaries. For very high drift
values, e.g., 1000 ppm, reliability saturates to around 80 %.

In the case of RARE, reliability also decreases for rising clock drifts, however, only very
slightly (hard to see in Fig. 6.12a). This is caused by a superposition of the following effects:
First, when the clock drift of a node is negative, i.e., the clock frequency is lower, it counts time
at a slower rate. This will enlarge the interval tmin − tmax and therefore increase reliability.
However, since tmax also increases, packets of a node can now miss the deadline as (5.1.6)
is violated. Second, if the clock drift of a node is positive, it counts time at a higher rate,
which results in a shorter interval tmin−tmax and, hence, a decreased reliability. Additionally,
(5.1.1) can start being violated and therefore reliability decreases further. In summary, it can
be observed that negative effects dominate on average and reliability decreases for a higher
clock drift. This is depicted more clearly in Fig. 6.12b, where clock drifts up to 10 % (equal to
100, 000 ppm) have been simulated. Here, it can also be observed that a higher k is generally
more robust, since it is less probable to lose all packets of a sequence.

Note that the above experiments show very high clock drift values and in real-life, these
will typically be much smaller. For example, even cheap crystal oscillators can guarantee a
100 ppm = 0.01 % accuracy or better. For this value, the simulated reliability in Fig. 6.12b
deteriorates by less than 0.02 % for k = 2 and 0.001 % for k = 3. For k ≥ 4 the change is too
small to be measured. Thus, in most of the cases, clock drift can safely be neglected when
designing a network with RARE, i.e., it is not necessary to use (5.4.1) and (5.4.1). Similarly,
with DEEP and eMAC, where packet numbers are even higher and the measured data loss
much smaller (< 10−6), clock drift can also be safely neglected in most cases.

6.4.6. Bi- vs unidirectional communication

In this section, the bidirectional protocols bi-DEEP and bi-RARE are further evaluated and
compared to their unidirectional counterparts DEEP and RARE. To this end, the following
analysis first starts with evaluating the reliability of the different protocols.

Fig. 6.13a displays the simulated (average) and calculated (worst-case) reliabilities of each
protocol. As can be observed, there is no difference in the average and worst-case performance
of DEEP and bi-DEEP and both protocols achieve 100 % reliability. RARE and bi-RARE,
on the other hand, show different behavior in both cases. That is, in the worst case, using an
ACK scheme greatly deteriorates the reliability by introducing two additional error sources:
the ACK packet itself and the transceiver switching times in which the sink can potentially
miss packets. This deterioration is independent of k, meaning that the worst-case reliability
with ACKs is always lower than without ACKs for the RARE-based protocols. Note that
bi-DEEP accounts for this by selecting appropriate inter-packet times, hence, reliability is
not affected.

In the case of the average reliabilities in Fig. 6.13a, bi-RARE first offers a slightly higher
reliability for small n than RARE. That is, in small networks, the data traffic is low enough
that ACKs prevent more collisions than they create. For higher n, however, this effect reverses
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Figure 6.13.: Simulated (average) and calculated (worst-case) reliabilities and the daily energy
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Figure 6.14.: The average and maximum delay for an increasing n. Note that bi-DEEP* is
an optimized variant of bi-DEEP using a faster transceiver.

as the traffic load increases and the channel starts to saturate. In the above example, bi-
RARE offers a lower reliability from n = 80 onwards than RARE. The same effect can
be observed when varying other parameters, such as the deadline, packet lengths, etc. In
general, the higher the channel load, the more ACKs become a burden than a help, hence,
the unidirectional RARE performs better. For more details on this, see also [67].

Next, Fig. 6.14a shows the average communication delays of the different MAC protocols,
i.e., the time needed from the activation of a node until the first successful reception of a
packet. As expected, the average delays increase for rising n for all protocols, since more
packets need to be transmitted on average before one is received successfully. In the case of
RARE and bi-RARE, the delay rises slowly in a linear fashion, whereby bi-RARE shows a
slightly higher delay due to its ACK and carrier sensing scheme; these increase the active
time of a node and, therefore, lead to a higher chance that transmissions are not successful —
see also Appendix B. For small n, i.e., at low traffic, this difference is very small and RARE
and bi-RARE roughly have the same average delay. For larger n, however, this difference
increases. The maximum delay, on the other hand, is the same dmax = 500 ms for both
protocols, as shown in Fig. 6.14b.

In the case of DEEP and bi-DEEP, both the average and maximum delays rise with n3 due
to higher packet numbers and larger inter-packet times. While these are still relatively low
for DEEP, bi-DEEP, on the other hand, shows very large delays. For example, for n = 30, bi-
DEEP requires 0.6 s on average and 27 s in the worst case for a data transfer, whereas DEEP
only requires 26 ms and 1.3 s respectively. These large differences result from their different
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methods to calculate inter-packet times. In the case of DEEP, these mainly depend on the
packet lengths, whereas, with bi-DEEP, these depend on the chosen transceiver IC, i.e., on
its sensitivity and switching speed. Since, in this example, packet lengths (lmax = 88µs) are
relatively short compared to the transceiver switching time (tset = 130µs) of the CC2545 [83],
DEEP offers shorter delays. However, if a faster transceiver is used instead, for example, the
MAX2837 [56] with tset = 2µs, the delays of bi-DEEP can be reduced considerably as shown
by the ”bi-DEEP*”-curves in Fig. 6.14a and Fig. 6.14b. Data transfers then only require
8 ms on average and 0.5 s in the worst case for n = 30.

Although it seems an obvious choice to use only fast transceivers for bi-DEEP, this also
has some disadvantages. To understand these, recall that the speed of a transceiver, i.e., its
switching times, mainly depend on its circuit speed and modulation [73], which is OFDM (Or-
thogonal Frequency-Division Multiplexing) for the MAX2837 and GFSK (Gaussian Frequency-
Shift Keying) for the CC2545. In general, different types of modulation have different ad-
vantages and disadvantages and might not be well suited for all applications. For exam-
ple, OFDM typically incurs in higher vulnerability to external interference and increased
costs [77]. As a result, if bi-DEEP is required to have short delays, the disadvantages of
OFDM that have to be accepted in return. Lastly, note that the fluctuations in the curves
of DEEP are caused by its nonlinear inter-packet times — bi-DEEP, on the other hand, has
no fluctuations, since it is based on an analytic model instead of a heuristic one.

Next, Fig. 6.13b displays the average energy consumed by the different protocols. Towards
this, similar as before in Section 6.4.3, a system of n = 30 nodes was considered that was
first active for 12 h and then in sleep for the remaining 12 h. The amount of energy consumed
was calculated by multiplying the recorded times each node spent in receive, transmit and
sleep mode with the corresponding power levels from the CC2545 transceiver [83]. That is, a
node requires 62.5mW during transceiver switches and in receive mode, 80.5mW in transmit
mode and 4.5µW in sleep mode at VDD = 3V .

As can be observed, the bidirectional protocols show a different behavior than their unidi-
rectional equivalents. In particular, their energy consumption is not constant, but it increases
with rising n, since more collisions occur and more packets have to be transmitted on average.
While this increase is very small for bi-RARE, it is more pronounced for bi-DEEP, since more
backoffs/collisions occur on average; this is due to differences in inter-packet times, which, in
this example, are a bit shorter for bi-DEEP.

In general, the bidirectional protocols have smaller collision numbers, since carrier sensing
prevents interrupting ongoing transmissions and ACKs reduce the number of packets sent on
average. This positively affects energy consumption, in particular, for the bi-DEEP protocol,
which offers a (much) lower energy consumption for n > 6 compared to DEEP. For smaller
n (and k), however, the overhead of carrier sensing and ACK outweigh their benefits and
energy consumption is higher. In this example, sending one packet with ACK and carrier
sensing requires more than three times as much energy compared to a single unidirectional
transmission — see also Section 6.4.3. As a consequence, bi-RARE always has a higher energy
consumption compared to RARE, although it only transmits one or two packets per sequence
on average.

Next, Fig. 6.15a depicts the effects of external interference on reliability of the different
protocols — the same network as before in Section 6.4.4 has been simulated. As expected,
reliability decreases for a rising level of interference, since packets are corrupted more often,
making it more likely that data cannot be conveyed within the protocols’ maximum (re-
)transmission numbers anymore. Again, the bidirectional protocols show a lower overall
performance, since carrier sensing and ACK mechanisms are affected by external interference
as well creating additional errors. In the case of bi-DEEP, reliability is higher than for bi-
RARE due to a larger number of retransmissions, i.e., k = 2n− 1 instead of k = 3. Similarly,
for interference below 30 %, reliability is also higher than for RARE, which, however, then
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Figure 6.15.: The simulated reliabilities of the different MAC protocols for varying levels of
external interference and clock drift.

reverses, as the low overhead of unidirectional communication starts to dominate over the
increased transmission numbers. Lastly, DEEP again shows the highest robustness against
external interference due to its low overhead and large number of transmissions.

Fig. 6.15b shows the effects of clock drift on reliability of the different protocols — the same
network as before in Section 6.4.5 has been simulated. It can be observed that bi-RARE
shows a very similar behavior to RARE and reliability decreases very slightly for higher
drift values. In this case, the additional carrier sensing and acknowledgment mechanisms
of bi-RARE do not affect its robustness against clock drift. The bi-DEEP protocol, on the
other hand, shows a different behavior compared to DEEP. That is, its performance decreases
noticeable for larger clock drifts, e.g., to 99,95 % (1−5 ·10−4) for 1000 ppm compared to only
(1−10−6). This lower robustness is mainly caused by its different inter-packet times that are
more sensitive to distortion; these are relatively short with respect to a full transmission with
carrier sensing and ACK, which, together with the higher complexity, makes bi-DEEP more
vulnerable to data loss. However, note again that a major decrease in performance can only
be observed for relatively large clock drifts > 350 ppm, whereas for smaller drifts, data loss
was similarly low as for DEEP, e.g., 10−6. As a result, since even cheap crystal oscillators
have an accuracy of 100 ppm or better, clock drift can be safely neglected in most cases.

6.5. Summary

This chapter evaluated the proposed MAC protocols DEEP and RARE and compared them
to state-of-the-art solutions from the literature. To this end, an exemplary case study was
introduced first to demonstrate the design of a WSN and to obtain suitable values for the
following experiments. Next, the compared protocols were introduced and two sets of exper-
iments were performed: a numerical analysis and a simulation-based evaluation.

The numerical analysis evaluated DEEP and RARE with respect to their worst-case per-
formance. To this end, both protocols were tested for a series of different network and MAC
parameters and the results were recorded and evaluated. This illustrated the complex de-
pendencies between different parameters and the corresponding network behavior. Finally,
it was analyzed how well DEEP and RARE perform in heterogeneous networks, i.e., with
arbitrary node types having different deadlines and packets lengths. Results showed that
both protocols greatly benefit from different node types allowing for large improvements and,
in the case of DEEP, even outperforming the more elaborate eMAC protocol. Lastly, it was
shown that DEEP can greatly reduce computational complexity compared to eMAC and that
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RARE can achieve high reliabilities even for low packet numbers. For example, in a network
of 75 nodes, RARE achieves a reliability of 99.6 % with only 3 packets per sequence.

The second part covered a simulation-based evaluation examining the average behavior
of DEEP and RARE and comparing them to state-of-the-art protocols from the literature.
Results are presented in Table 6.1. It was observed that DEEP and eMAC both achieved
100 % reliability in simulation, i.e., there was no data loss recorded. However, they generally
suffered from high energy consumption and long delays, due to large packet numbers and
inter-packet times — both increase with the network size n. Their robustness against clock
drift and external interference, on the other hand, was excellent due to high packet numbers.
Note that eMAC has a lower complexity rating in Table 6.1 than DEEP, since calculating
inter-packet times is computationally expensive.

Property DEEP bi-DEEP RARE bi-RARE eMAC CSMA TDMA

Unidirectional X X X
Reliability +++ +++ ++ ++ +++ + +++

Average delay ++ + + + ++ ++ +++

Maximum delay - - ++ ++ - + +++

Energy consumption + ++ +++ ++ + ++ ++

Ext. interference +++ + ++ + +++ + +

Clock drift +++ ++ +++ +++ +++ +++ +

Complexity +++ ++ +++ ++ ++ ++ -

Overhead ++ + +++ + ++ + -

Table 6.1.: The properties of the different protocols. ’-’ means poor, ’+’ medium, ’++’ good
and ’+++’ excellent.

RARE achieved very high performance in all categories, except for the average delay. This
is higher than for the other protocols, since RARE distributes its transmissions randomly
over the full deadline rather than transmitting them as fast as possible; as shown for CSMA,
transmitting as fast as possible reduces delays, but strongly increases collision numbers in
return. Lastly, the average simulated reliability of RARE never fell below its calculated worst
case one, which validates its theory.

The protocols bi-DEEP and bi-RARE showed mixed behavior, i.e., compared to DEEP
and RARE, some features have been improved, others worsened. In the case of bi-RARE,
performance was similar to RARE, but nodes required a bit more energy and incurred in
higher overhead and complexity due to additional carrier sensing and ACK mechanisms.
However, since these mechanisms generally depend on network parameters such as packet
numbers k, transceiver speed, etc., results can be different for other applications/settings. In
general, bidirectional protocols perform better for high packet numbers, fast transceiver with
short switching times, and low traffic — under opposite conditions, e.g., very high traffic,
ACKs turned out to be more a burden than of help. In the case of bi-DEEP, reliability was
always 100 % and energy consumption was improved compared to DEEP, since less packets
were sent on average. However, all other performance characteristics, especially delays, are
greatly impaired by a larger overhead — again, a faster transceiver can be used to increase
performance, which, however, leads to higher costs.

CSMA showed moderate performance, but particularly suffered from a low reliability due to
its ineffective backoff scheme designed for short delays rather than reliability. In the presented
experiments, which simulated high network load for which CSMA is not designed, many
packet collisions occurred and nodes dropped out quickly as they reached their maximum
retransmission/backoff numbers. Similar behavior was observed for external interference,
where CSMA performed poorly. Clearly, for lower traffic load (or less external interference)
CSMA would perform better, but so would the other bidirectional protocols as well.
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Lastly, the synchronous TDMA protocol achieved very low delays and a high reliability
of 100 % without external interference. However, its slotted design is generally vulnerable
against clock drift and external interference and it has a higher complexity and overhead due
its synchronization mechanism.

In summary, each of the compared MAC protocols has its own strengths and weaknesses,
making it be best suited for a specific applications. An overview of such exemplary application
areas for TDMA and CSMA can be found in [74] [97] and for eMAC in [10] [11]. In the case
of DEEP and RARE, these are discussed in the next chapter together with further protocol
properties.
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Chapter 7.

Concluding remarks

This work presented DEEP and RARE, two MAC protocols designed for highly reliable
communication in unidirectional WSNs, i.e., an application area where most other proto-
cols typically fail to provide any quality of service (QoS) guarantees. In the following, these
protocols are shortly summarized and their strengths and weaknesses are discussed. In ad-
dition, their properties are illustrated and possible application areas mentioned. Lastly, this
chapter concludes this work by providing a brief outlook to possible future extension and
modifications to the proposed protocols.

The first presented protocol, DEEP, enables fully (100 %) reliable communication, i.e.,
there is no data loss within the network (without external interference). Towards this, nodes
transmit data as sequences of redundant packets, whereby packet numbers and inter-packet
times are carefully selected to generate robust transmission patterns. This way, it can guar-
anteed that at least one of the redundant packets reaches its destination in the worst case.

DEEP’s main strength is its high robustness against both internal and external interfer-
ence. During simulation, no data loss was recorded due to internal interference, even after
simulating several million data sequences. Similarly, the measured robustness against ex-
ternal interference was exceptionally high. For example, in a very noisy environment with
55 % external interference, reliability was still above 99 %, whereas other protocols such as
CSMA dropped below 1 %, i.e., no communication was possible anymore. Further, DEEP is
easy to implement, i.e., nodes transmit in constant time intervals for which a simple timer is
sufficient. And lastly, DEEP features a much lower computational complexity compared to
similar approaches from the literature. For example, calculating inter-packet times for n = 30
nodes required 40 hours with eMAC [10], but only several ten seconds with DEEP. Although
these computations normally run off-line on a fast computer, short computation times can
facilitate testing and debugging as many different settings can be emulated in a short time.

Despite many advantages, DEEP also has several drawbacks. In particular, its ability to
enable full reliability comes at the costs of increased packet numbers and long inter-packet
times — these rise linearly and quadratically for larger network sizes n. As a result, to avoid
high energy consumption and longs delays, DEEP should only be used for smaller networks,
for example, home automation applications with less than n = 50 nodes [68]. Further, DEEP
suffers from low flexibility regarding network dynamics, i.e., when nodes enter and leave the
network, inter-packet times must be changed for each node. This can be difficult due to the
limited reconfiguration possibilities of unidirectional nodes, however, more on this later.

The second presented protocol, RARE, is also designed for highly reliable communication in
unidirectional WSNs. In contrast to DEEP, which guarantees full reliability, i.e., data always
reaches its destination in the worst case, RARE makes use of the fact that many applications
can tolerate some data loss. In other words, it can be configured to a user-specified reliability
of less than 100 %, i.e., to a certain probability that data reaches its destination within a
deadline in the worst case. Towards this, nodes send their data as sequences of k redundant
packets with random inter-packet times selected from an interval [tmin, tmax]. By adjusting
tmin, tmax and k, reliability can be adapted to the given requirements.

Tolerating packet losses significantly reduces pessimism compared to DEEP’s deterministic
model and allows using a probabilistic model. This has the advantage that it offers a lower
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complexity, i.e., performance and network parameters are easier to calculate, and avoids the
high overhead of full reliability, i.e., the large packet numbers and long inter-packet times. For
example, in a network of n = 30 nodes, DEEP requires each node to send k = 30 packet per
sequence for full reliability. RARE, on the other hand, can achieve a reliability p = 99, 98%
with only k = 3 packets when assuming the parameters from Section 6.1. This is a 10-times
reduction in energy consumption — energy is directly proportional to the number of packets
sent — while the chance of losing data is only 0, 02 % in the worst case.

However, RARE also has some drawbacks, especially, relatively high average delays. This is
because RARE distributes its packets evenly over the full available time (i.e., deadline) rather
than transmitting them as fast as possible as, for example, CSMA. While this avoids peaks
in traffic and reduces collision numbers, it also leads to relatively high delays on average.
However, note that many applications do not mind these delays as long data arrives within a
maximum time bound or deadline. Another disadvantage of RARE is that it cannot guarantee
very high reliabilities close to 100 % as packet numbers increase strongly due to its random
architecture. In such cases, it is more meaningful to use DEEP instead.

Lastly, both DEEP and RARE provide several advantages and features that distinguish
them from similar approaches from the literature. In particular, both protocols do not pursue
best effort approaches, but provide frameworks to easily access network performance. To this
end, their analyses include practical factors such as clock drift and external interference, and
support heterogeneous networks, i.e., nodes with arbitrary packet lengths and deadlines. This
has the advantage that packet loss probabilities can be modeled more accurately, which in
return improves reliability and the maximum achievable network sizes — see the experiments
in Section 6.3. And finally, both protocols can adjust their packet numbers individually for
each node and, therefore, save energy whenever data loss can be tolerated.

7.1. Protocol properties and application areas

This section explains the characteristics of DEEP and RARE with respect to the five basic
requirements of a WSN: reliability, complexity, energy consumption, scalability and latency
— see also Chapter 1. Results are displayed in Fig. 7.1.
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Figure 7.1.: The performance of DEEP and RARE with regard to the five basic requirements
of a WSN (higher is better).

• Reliability describes the probability that data is successfully delivered within a spec-
ified time boundary. Since both protocols are explicitly designed for reliable communi-
cation, they show very high ratings: DEEP offers fully reliable communication between
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nodes in the network and RARE, which is designed to tolerate slight data loss, can be
configured to a reliability < 100 %. In addition, both protocols show high robustness
against external interference — see again Section 6.4.4.

• Complexity describes the costs of implementing and operating a network. Both DEEP
and RARE feature a very low complexity due to their unidirectional design. That
is, nodes do not implement elaborate mechanisms, but simply transmit data packets
periodically.

• Energy consumption describes how well the network can economize on energy and,
therefore, defines the lifetime of a battery-powered system. In the case of RARE,
energy consumption is excellent due to short transmissions without carrier sensing or
ACKs and typically low packet numbers. With DEEP, on the other hand, transmission
numbers depend on the network size n, hence, energy is good in small networks, but
decreases for larger n.

• Scalability describes how well the system can handle changing network sizes n, i.e.,
when nodes enter or leave dynamically. DEEP features a poor scalability, since inter-
packet times depend on n, hence, nodes must change their transmission patterns every
time a node enters or leaves the network. This can be particularly difficult in purely
unidirectional networks, where nodes cannot receive notification or reconfiguration data
— these then must be reprogrammed manually [68]. RARE, on the other hand, fea-
tures good scalability, since inter-packet times are random and must not necessarily be
adapted. Instead, the resulting performance can be easily calculated by the provided
formulas — reliability increases when nodes leave the network and decreases when nodes
join the network.

• Latency describes the time required to transfer data or, vice versa, how much data
can be transfered in a given period of time (i.e., throughput). Both protocols are not
designed for low latencies or high throughputs, but instead sacrifice this attribute to
achieve good reliability. In this context, short (average) delays are not very important,
as long as it can be ensured that data arrives within a maximum delay or deadline.

Note that further, more general protocol properties and characteristics can be found in
Table 7.1 at the end of this chapter. This also includes information about the widely-used
protocols CSMA and TDMA, i.e., bidirectional protocols designed for flexibility and high
throughput respectively, and eMAC, a unidirectional protocol similar to DEEP. More details
on the protocols can be found in Section 6.2.

Regarding possible application areas, both DEEP and RARE are generally well-suited for
environmental monitoring applications, for example, forest fire detection [50] or climate re-
porting [49]. These are systems where nodes are idle for long times, e.g., for hours, days or
weeks, but need to transport data in a timely manner when being activated. In addition,
DEEP and RARE can also be used in wireless body area networks (WBANs) to improve
costs and reliability. These are typically small networks consisting of heart rate sensors,
pedometers, etc. that are attached to a person and periodically report data to a base sta-
tion, e.g., a health monitoring application on a phone [46] [76] [91]. Another well-suited
application is home- and building automation, where electronic devices are interconnected
to enable more elaborate control or improve energy efficiency [44] [79] — see also Fig. 1.1
in Chapter 1. Or vehicular networks, in which electronic control units (ECUs) exchange
data wirelessly [58] or communicate with an intelligent crossroad to efficiently control traffic
flows [55]. The are many further application areas, such as IoT [60] [62], radio frequency
identification (RFID) [37], smart grids [29], etc. In summary, DEEP and RARE are suitable
for all applications that require reliable and timely data delivery at low costs, i.e., by using
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unidirectional communication. In this context, DEEP is suited for safety critical devices re-
quiring very high reliabilities, for example, heating controllers or security devices in a home
automation setting. RARE, on the other hand, is more eligible for applications that tolerate
slight data loss, but require a lower energy consumption instead.

7.2. Outlook

To conclude this chapter (and this work), this section briefly discusses possible future exten-
sions of DEEP and RARE that, for example, mitigate their disadvantages or add new features
making them applicable for a wider range of applications. To this end, an interesting ap-
proach is to use hybrid networks, i.e., combine unidirectional nodes with bidirectional ones, to
increase the flexibility of the network. For example, in mobile networks where nodes can join
or leave the system at arbitrary points in time, network parameters must be reconfigured fre-
quently. Bidirectional communication can be used for nodes with high dynamics to facilitate
reconfiguration, whereas the less dynamic or static ones use unidirectional communication
instead to save costs.

Another plan for the future is to improve the performance of DEEP in large networks,
i.e., to reduce the high energy consumption and long communication delays. To this end,
clustering can be used to virtually decrease the network size by dividing it into smaller
sub-networks, i.e., clusters that are interconnected by cluster-heads [7] — see Section 3.2.2.
Nodes within a cluster can then reduce their transmission power to avoid interference with
neighboring clusters [89] or use different radio frequencies for communication [81]. As a result,
if the system is set up correctly, only nodes within a cluster can interfere with each other,
which are typically only a few nodes. This allows DEEP to use much lower network sizes for
calculation and, thus, strongly reduce energy consumption and delays. Clearly, RARE also
benefits from such methods, since these generally reduce interference within a network.
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Property DEEP RARE eMAC CSMA TDMA

Classification asynchronous asynchronous asynchronous asynchronous synchronous

Unidirectional X X X
Predictable performance X X X X
Robust against ext. interference X X X
Fully reliable X X X
High energy efficiency X
Strength reliability reliability reliability flexibility throughput

Weakness energy/delays average delay energy/delays reliability complexity

Reliability +++ ++ +++ + +++

Complexity +++ +++ ++ ++ -

Energy consumption + +++ + ++ ++

Scalability + ++ + +++ +

Latency - + - + +++

Table 7.1.: Further properties and characteristics of DEEP and RARE together with other commonly-used and/or similar protocols from the
literature — see also Section 6.2. Note that ’-’ means poor, ’+’ medium, ’++’ good and ’+++’ excellent.
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Appendix A.

The DEEP protocol

A.1. Proof of Theorem 1

Let us assume that a node starts sending its sequence of n packets at time t0 with a constant
inter-packet time ti. According to Lemma 1, the first n − 1 packets can be intercepted by
packets of the remaining nodes, if all nodes send their corresponding n packets within dmax
and are only activated once in a time interval tmax = 2 · dmax. In order that at least one
packet of an i-th node safely reaches its receiver, it should be guaranteed that no other packet
from any other node affects the n-th packet of the i-th node.

If the j-th node affects the first of packets from the i-th node, none of the subsequent
packets from node j should affect the n-th packet of node i. That is, none of node j’s packets
should have any overlapping with the n-th packet of node i. Clearly, the n-th packet of node i
is sent at time t0+(n−1) ·ti. Let us now assume that a packet of node j is also sent at time t0
interfering with the first packet of node i. The remainder of (n−1)·ti

tj
should allow for enough

space to send a node j’s packet before the n-th packet of node i start being sent, i.e., before

t0 + (n− 1) · ti: mod
(
(n−1)·ti

tj

)
≥ lmax. However, a packet of node j can still affect the first

packet of node i, if this is sent at time t0− lmax+ε or t0+ lmax−ε where ε is an infinitesimally
small amount of time. This is because, in the latter case, there will be some amount of packet
overlapping (given by ε) between node i and j. As a result of this, the remainder of (n−1)·ti

tj
should allow for enough space to send a node j’s packet with whatever initial overlapping

between the first packet of node i and a packet of node j: mod
(
(n−1)·ti

tj

)
≥ 2 · lmax. In

a similar manner, if a packet of node j affects the second packet of node i that is sent at
time t0 + ti, it should be guaranteed that none of the subsequent packets of node j can

affect node i’s n-th packet: mod
(
(n−2)·ti

tj

)
≥ 2 · lmax. For any two nodes i and j where

1 ≤ i ≤ n, 1 ≤ j ≤ n, and i 6= j, this translates in that mod
(
αi·ti
tj

)
≥ 2 · lmax has to hold

for 1 ≤ αi ≤ n− 1. The theorem follows.

A.2. Proof of Theorem 4

According to Lemma 5, in order that at least one packet of a node i reaches its destination in
the worst case, it needs to send ki = n packets under the delayed-activation scheme. Taking
a node j into consideration with i 6= j, Lemma 5 assumes that suitable inter-packet times ti
and tj can be found such that node j cannot interfere with more than one packet within any
node i’s sequence of packets.

Now, for ti and tj to comply with Lemma 5, if the first packet of a node j’s sequence
intercepts a packet of node i, none of the subsequent node j’s packets should affect another
packet of the same node i’s sequence, independent of which node i’s packet has been first
interfered by node j.

Let us assume that node i starts sending its sequence of n packets at time t0 with a
constant inter-packet time ti. Clearly, the n-th packet of node i is sent at time t0 +(n−1) · ti.
Let us further assume that a packet of node j is also sent at time t0 interfering with the
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first packet of node i. In addition, let us assume that node j continuously sends packets in
[t0, t0+(n−1) ·ti] following our delayed-activation scheme, i.e., node j’s packets are separated
by an integer multiple of tj .

In order that the n-th packet of node i is not affected by node j, the remainder of (n−1)·ti
tj

must allow for enough space to send a node j’s packet before the n-th packet of node i starts

being sent, i.e., before t0 + (n− 1) · ti: mod
(
(n−1)·ti

tj

)
≥ lj .

On the other hand, a packet of node j can still affect the first packet of node i, if this
is sent at time t0 − lj + ε or t0 + li − ε where ε is an infinitesimally small amount of time.
This is because there will be some amount of packet overlapping (given by ε) between the

corresponding packets of node i and j. As a result, the remainder of (n−1)·ti
tj

should allow for

enough space to send a node j’s packet considering all possible initial overlapping between

the first packet of node i and the packet of node j: mod
(
(n−1)·ti

tj

)
≥ li + lj .

In a similar manner, for the (n − 1)-th packet of node i not to be affected by node j,

the following has to hold: mod
(
(n−2)·ti

tj

)
≥ li + lj . For any two nodes i and j where

1 ≤ i ≤ n, 1 ≤ j ≤ n, and i 6= j, this translates in that mod
(
αi·ti
tj

)
≥ li + lj has to hold for

1 ≤ αi ≤ n− 1. The theorem follows.

Note that, if
⌊
(n−1)·ti

tj

⌋
= 0 holds, node i can only be interfered once by node j, which is

already considered in Lemma 5. As a result, if
⌊
(n−1)·ti

tj

⌋
= 0 holds for all i and j, Lemma 5

becomes necessary and sufficient for a reliable communication.

A.3. Deriving qi(x)

This section covers the derivation of qi(x), i.e., the probability that exactly x out of ki packets
of node i are lost due to internal interference. To this end, we consider different exemplary
combinations of n, k, i and x to stepwise show the assumptions made to derive (4.3.1) and
(4.3.2).

Example 1. Let us first consider the simple case of each node sending just a single packet
per sequence ki = 1 ∀i. Further, we set n = 4, i = 4 and x = 1. The probability of losing
this packet can be calculated as:

q4(1) = [σ1σ̄2σ̄3 + σ2σ̄1σ̄3 + σ3σ̄1σ̄2]

+ [σ1σ2σ̄3 + σ1σ3σ̄2 + σ2σ3σ̄1]

+ [σ1σ2σ3] ,

(A.3.1)

where σ̄j = 1− σj is the probability of having no interference by node j with 1 ≤ j ≤ 3.

In more detail, (A.3.1) is composed of 3 different parts, separated by square brackets. The
first part contains the probabilities that node 4 has only 1 collision with any other node,
for example, σ1σ̄2σ̄3 means that there is a collision with node 1, but not with node 2 and
3. The second part considers double collisions, i.e., when interference is caused by 2 nodes
simultaneously. And finally, the third part contains triple collisions. Note that node 4 must
be transmitting for possible interference, hence, q4(x) does not depend on σ4.

Calculating qi(x) is complex, since all combinations of collisions must be regarded. This
complexity further increases for higher n, k and x, hence, in order to simplify calculations,
let us consider:

q4(1) ≤ σ1 + σ2 + σ3. (A.3.2)

This equation only sums up probabilities σj of having a (single) collision with any node j.
Multiple, simultaneous collisions, on the other hand, are included in the form of intersections
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σ1σ2

σ3

a

bc

d

Figure A.1.: A Venn diagram showing the relation between collision probabilities of three
different nodes. The different sets represent the probabilities of having interfer-
ence with one node, e.g., σ1 means that there is a collision with node 1. The
intersections a, b and c consider double collisions, i.e., an interference with two
nodes simultaneously. Finally, d accounts for the case of a triple collision.

between any of those σj — see a, b, c, d in Fig. A.1. However, by simply adding all σj , some
of these intersections are included multiple times. In case of (A.3.2), a, b and c are added
twice and d three times, therefore, we calculate a qi(x) that is always greater than the actual
(correct) value. In general, these intersections are very small, since σj << 1 holds, and,
hence, this error does not significantly affect results.

Clearly, for (A.3.2) to be valid, the following must hold:∑
∀i
σi ≤ 1. (A.3.3)

This is a logical assumption, since the utilization of the communication channel cannot
exceed 100 %, otherwise reliable communication is not possible anymore. Note that periods
found by Alg. 1 comply with (A.3.3).

Example 2. Next, we consider the case of two packets being sent per sequence, i.e., ki = 2 ∀i,
n = 4 and x = 1. This yields the following expressions:

q4(1) ≤ [σ1 + σ2 + σ3] + [σ̄1σ1 + σ̄2σ2 + σ̄3σ3] ,

≤ σ1(1 + σ̄1) + σ2(1 + σ̄2) + σ3(1 + σ̄3).
(A.3.4)

The terms in the square brackets in (A.3.4) describe the collision probabilities for each
packet within node 4’s sequence. For example, σ1 in the first term describes the probability
that node 4’s first packet collides with a packet of node 1. If that happens, the probability of
the second packet interfering again with node 1 is zero (σ̄1 = 1). In case of the second term,
however, we have to account for all previously sent packets: For example, σ̄1σ1 in the second
term describes the chance that node 1 does not interfere with the first, but with the second
packet.

Again, we can simplify the calculation of qi(x):

q4(1) ≤ 2σ1 + 2σ2 + 2σ3. (A.3.5)

Since we know the ratios of packet lengths to period times are very small, i.e., σi � 1,
we can approximate the probability of missing a packet σ̄i = (1 − σi) ≈ 1. By doing so,
we calculate a greater and more pessimistic qi(x), however, the error is again very small. In
order for (A.3.5) to be valid, the following must hold:∑

∀i
kiσi ≤ 1. (A.3.6)
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node 3:

node 1 &
 2

p3 l3

Figure A.2.: Possible combinations of interference that lead to 2 packet collisions within a
sequence of node 3: Either packets 1 and 2, packets 1 and 3 or packets 2 and 3
collide with packets of node 1 and 2. Further, the order in which nodes collide,
e.g., node 1 first and node 2 second or vice versa, must be regarded as well,
leading to 6 possible combinations in total.

This is a necessary condition in order that the simplification by (A.3.5) does not result in
a probability that is greater than one. Since periods by Alg. 1 increase with k and n, (A.3.6)
usually holds making the use of the simplified (A.3.5) possible.

Example 3. Let us consider the effects of changing the number of packets x that are allowed
to be lost. To this end, we set our network parameters to x = 2, n = 3, i = 3 and ki = 3 ∀i.

Taking the simplifications of (A.3.2) and (A.3.5) into account, the probability of losing 2
packets within a sequence can be upper bounded by σiσj with j 6= i. In other words, this is
the probability of losing a first and a second packet. As illustrated in Fig. A.2, there are 6
possible combinations of losing 2 out of 3 packets, which can be computed using the binomial
coefficient. We have

(
3
2

)
= 3 possibilities of being first interfered by node 1 and then by node

2 and another
(
3
2

)
= 3 in the reverse case. This results in:

q3(2) ≤
(

3

2

)
(σ1σ2 + σ2σ1) = 6σ1σ2. (A.3.7)

Let us now generalize qi(x) for an arbitrary number of packets sent ki, packets lost x and
number of nodes n. This results in (4.3.1) as stated in Section 4.3:

qi(x) ≤
(
ki
x

)
·

 n∑
j=1; j 6=i

σj

 n∑
l=1; l 6=i,j

σl · · ·

 , (A.3.8)

where 1 ≤ x ≤ (n − 1) and qi(n) = 0 ∀i. The number of summations equals x. Again, the
first part is the binomial coefficient and accounts for the different combinations of packets
that collide within the sequence. The remaining part considers the combinations of different
nodes that can cause collisions within the sequence. By assuming σi = σ ∀i, (A.3.8) can be
further simplified to:

qi(x) ≤
(
ki
x

)
·

 n∑
j=1; j 6=i

σ

 n∑
l=1; l 6=i,j

σ · · ·

 ,

≤
(
ki
x

)
·
(

(n− 1)σ
(

(n− 2)σ · · ·
))
,

≤
(
ki
x

)
·

 x∏
j=1

(n− j)

 · σx. (A.3.9)
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This equation allows to calculate the transmission reliability for each node i , if it sends a
reduced number of ki ≤ n packets. This allows us to adjust the packet numbers individually
for each node to save energy whenever data loss can be tolerated by the application.
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Appendix B.

Extending DEEP and RARE to bidirectional
communication

In the course of this work it was found that the principles of DEEP and RARE can also be
effectively used in bidirectional networks. This section introduces two enhanced versions of
DEEP and RARE, called bi-DEEP and bi-RARE that extend their functionality by imple-
menting carrier sensing and acknowledgments:

• bi-DEEP (bidirectional deterministic protocol) guarantees full reliability by sending
data as sequences of redundant packets with constant inter-packet times. In contrast
to DEEP, carrier sensing is used to reduce collisions and shorten delays, and ACKs to
decrease the number of transmitted packets on average.

• bi-RARE (bidirectional random reliable protocol) can be configured to a user-specified
reliability similar to RARE, for which it transmits sequences of redundant packets in
random time intervals. However, it uses carrier sensing to reduce collisions and ACKs
to decrease the average number of packets transmissions.

By using carrier sensing, these two protocols can efficiently avoid collisions. For example,
if a node detects an ongoing transmission, it will not try to send — this would most likely
destroy both packets — but will instead wait for another inter-packet time before trying again.
Further, acknowledgments reduce the average number of packets transmitted per node, since
all pending (redundant) data packets can be skipped after an ACK is received. As a result,
these two mechanisms reduce collisions and traffic load, which results in a better energy
consumption and reliability. However, compared to the unidirectional protocols DEEP and
RARE, complexity and overhead is higher, which might cause problems in some scenarios. In
particular during high network traffic, this can possibly lead to increased collision numbers,
as analyzed in the case of RARE and bi-RARE in Section 6.4.6.

Note that the focus of this work is on the unidirectional protocols DEEP and RARE. The
bi-DEEP and bi-RARE extensions shown in this appendix are only included for the sake
of completeness, in order to give a prospect of possible (bidirectional) extensions. On this
basis, these two protocols are derived only as simplified models, i.e., without consideration
of more complex factors such as arbitrary node types or clock drift and external interference
that would otherwise go beyond the scope of this work. Note that both protocols have been
published as conference papers, i.e., bi-DEEP in [64] and bi-RARE in [66].

Regarding their models and assumptions, both bi-DEEP and bi-RARE are based on the
same setting as listed in Section 1.3. That is, the network consists of n transmit-only nodes
and multiple receive-only sinks that are connected in a single-hop (star-topology) fashion.
Data transfers can either be triggered by events or occur periodically, and at least one packet
must arrive within a deadline dmax at the sink to ensure normal (error-free) operation. Lastly,
it is assumed that there is no external interference and nodes can always detect each others
transmissions, i.e., there are no hidden terminals (see Section 2.2.3).

Now, before starting with the working principles of bi-DEEP and bi-RARE, the following
section first examines the optimal carrier sensing duration and discusses the timings of packet
transmissions in more details.
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B.1. Carrier sensing duration and packet timings

As discussed before in Section 2.4, communication in bidirectional networks with carrier
sensing and ACK differs significantly from communication in unidirectional networks. This
section further discusses these differences, in particular, the different packet timings, and
derives the optimal carrier sense duration.

lmax tset

lack
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Figure B.1.: Timing of a successful packet transmission.

Let us now have a look at the timings of a successful packet transmission with carrier
sensing and ACK, as shown in Fig. B.1. In contrast to a unidirectional network, where a
node starts transmitting directly, in a bidirectional setting, a node always senses the channel
for tsen time first before trying to transmit. In case the channel is blocked, i.e., another
node is currently transmitting, it will not try to transmit, but instead back off and wait for
another inter-packet time before trying again. In case the channel is free, the node switches
its transceiver from receive to transmit mode in tset time to be able to send its data packet.
After transmission, the node switches back to receive mode to be able to receive an ACK from
the sink. Similarly, the sink also performs a mode switch to transmit the ACK, which again
takes tset time. Note that tset includes possible latencies such as processing and propagation
delays.

Once the acknowledgment has been sent, the sink node needs tset additional time to switch
back to receive mode and be able to receive further packets. However, since there cannot
be any packet in this last tset, it can be safely neglected. That is, another node can start
transmitting at earliest tsen+tset time after the channel is free, i.e., after the acknowledgment
has been sent — otherwise it would detect the ACK and back off. As a consequence, L denotes
the total delay incurred from the start of a transmission by the source node to the time at
which the sink node finishes its acknowledgment — see Fig. B.1:

L = lmax + lack + tset. (B.1.1)

Next, let us analyze the optimal length of the sensing period tsen. To this end, it has to
be considered that every transceiver IC has a specific sensitivity, i.e., it requires a certain
amount of time to detect whether a channel is busy or not. This is typically the time to
receive a few bits at a given transmission speed, which is denoted by t̄ in the following. Note
that a signal must be present for at least t̄ continuously on the channel for a node to detect
it reliably.

The shortest possible sensing interval can be as short as tsen = t̄. However, as displayed in
Fig. B.1, there is a gap of size tset in between data packets and the corresponding acknowl-
edgments. Now, in order to not falsely detect the channel as free during this time, tsen should
be chosen such that:

tsen = tset + 2t̄. (B.1.2)

By adding 2t̄ in (B.1.2), it is ensured that tsen always overlaps by at least t̄ continuously with
either the data or acknowledgment packet. Note that a longer tsen than (B.1.2) has no benefit,
but it rather increases energy consumption of the node without guaranteeing better results.

104



B.2. The bi-DEEP protocol

Note that, although carrier sensing greatly reduces the chance of collisions, it cannot fully
prevent them. That is, since nodes can be triggered by independent events, it may happen
that the carrier sense intervals of two or more nodes overlap such that they cannot see each
other. For example, let us assume that a node 1 and a node 2, sense the communication
channel for 50µs and 10µs respectively, before they start transmitting. It can happen that
node 2 is triggered 40µs after node 1 such that their sensing intervals do not overlap with
the other’s packet transmission. As a result, they do not detect each other and packets still
get lost.

In summary, neither ACKs nor carrier sensing can fully prevent collisions and thus do
not enable reliable communication per se. For this reason, a more elaborate medium access
control is required as presented by the bi-DEEP and bi-RARE protocols in the following.

B.2. The bi-DEEP protocol

Similar to the unidirectional protocol DEEP, bi-DEEP enables fully reliable communication
between nodes in a network, i.e., it can guarantee that data always reaches its destination
in the worst case. However, in order to reduce the high costs of full reliability, i.e., the
increased packet numbers and prolonged inter-packet times, bi-DEEP implements carrier
sensing and acknowledging mechanisms. That is, ACKs can decrease packet numbers, since
they indicate a successful reception, after which the node can cancel all pending (redundant)
retransmissions, and carrier sensing reduces collision numbers and helps shortening inter-
packet times.

E

t0+dmaxt0

1 2 k A
C
K

t0+ti t0+(k-1)ti

Figure B.2.: Working principle of bi-DEEP: After being activated by an event E, node i starts
transmitting redundant data packets with constant inter-packet times ti until an
ACK is received — here for the k-th packet. In the worst case, up to k packets
are sent within a deadline dmax.

Fig. B.2 depicts the working principle of bi-DEEP in more details. Whenever a node i is
triggered by an event E, it starts transmitting a sequence of redundant packets with constant
inter-packet times ti until an ACK is received or a maximum number of retransmissions k is
reached. Here, 0 ≤ k ≤ n, 0 ≤ i ≤ n and ti ∈ R>0 hold. Transmitting a packet with ACK
requires L time (see Fig. B.1) and at least one packet of a sequence must arrive within a
deadline dmax from the time of being activated; both parameters are common to all nodes.1

To reduce collision numbers, carrier sensing is performed before each transmission, i.e., if the
channel is busy, the node backs off, otherwise it continues as shown in Fig. B.1.

The parameters n, dmax, lmax are determined by the application and known in advance.
The packet numbers k, inter-packet times ti and minimum activation time tact, on the other
hand, must still be selected. These are derived analytically in the following sections.

B.2.1. Selecting packet numbers

Let us first start with deriving the number of packets k that must be transmitted in the worst-
case to guarantee reliable communication. Towards this, Theorem 5 establishes a relation
between inter-packet times of two nodes.

1Again, this appendix only covers basic models of bi-DEEP and bi-RARE that assume there is only one type
of node in the network and neglect practical factors such as external interference and clock drift.
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Theorem 5. Let us consider a set of n independent transmit-only nodes, which are activated
once within a time interval of length tact and transmit a sequence of k packets within dmax
where dmax ≤ tact. For any node i in the network, it can be guaranteed that at most one packet
is interfered on the communication channel by another node j, if the following condition holds
for 1 ≤ i ≤ n, 1 ≤ j ≤ n, 1 ≤ α ≤ k, and i 6= j:

mod

(
α · ti
tj

)
≥ 2(tset + t̄), (B.2.1)

where tset has been selected as per (B.1.2) and is the time to switch between send and receive
mode at the nodes, t̄ is the sensitivity of the node as defined above, while ti and tj are the
(constant) inter-packet times of node i and j respectively.

Proof. Let us assume that any node i with 1 ≤ i ≤ n starts sending its first packet at time
t0, i.e., it is triggered by t0 − tsen − tset. If this packet of node i is interfered by a packet of
j being sent at the same time, to prove this theorem, we need to guarantee that none of the
other potential transmissions by node i can be interfered anew by node j. Recall that nodes
are activated only once within tact, and hence, if they send more than one packet, these are
due to retransmissions.

As a result, the subsequent activation times of node j for packet transmission need to be
such that either node i detects node j or vice versa when they sense the communication
channel. Now, if node i starts sending a packet, recall that a node j will be able to detect it,
if tsen is selected as per (B.1.2). From Fig. B.1, note that node j will not be able to detect a
node i’s packet transmission, if node i starts sending less than t̄ time before the end of node
j’s tsen – recall that t̄ is the least amount of time a signal needs to be present for a node to
detect it. From this point in time and until the end of the following tset, node j is blind, i.e.,
in an interval of length t̄+ tset.

Similarly, node i is unable to detect a node j’s packet transmission, if node j starts sending
less than t̄ time before the end of node i’s tsen. This again result in an interval of length
t̄+ tset in which node i is blind. As a consequence, node i and j will interfere with each other
at the communication channel, only if their activation times fall into an interval of length
2(t̄+ tset) from one another.

If node i and j interfere with each other at the communication channel, their subsequent
packet transmissions can be prevented from interfering by properly selecting ti and tj . In
particular, the activation times of node i and j need always to be separated by at least
2(t̄+ tset) time, which leads to (B.2.1) and the theorem follows.

Theorem 5 ensures that any two nodes i and j interfere only once with each other, i.e.,
their packets collide at most once per activation. However, it does not state how often nodes
can be activated within tact and how this affects collision between subsequent activations. To
this end, let us consider the following analysis.

Lemma 7. Let us consider a set of n independent transmit-only nodes, which are activated
once within a time interval of length tact and transmit a sequence of k packets within dmax
where dmax ≤ tact. If tact = dmax holds, i.e., a node can immediately start transmitting anew
after it finished its sequence, at least 2(n− 1) packets of any node i will be lost in the worst
case, independent of the inter-packet separation ti with which packets are transmitted.

Proof. Let us assume that node j is activated at time t0 and, hence, sends up to k packets –
depending on whether packets need to be retransmitted or not – within [t0, t0 + dmax] with
a constant inter-packet separation tj . Further, let us assume that node j’s last packet is sent
at time t0 + dmax − lmax such that this packet is fully transmitted by t0 + dmax. If node i
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Figure B.3.: Illustration of Lemma 7 for the case of two nodes. Upon activation by an event
E, node 1 starts transmitting its first packet, which is interfered by a packet of
node 2. Since node 2 finishes its sequence before the second packet of node 1 is
transmitted and there is no transmission pause after a sequence, i.e., dmax = tact,
it can happen that node 2 is triggered again at a time trand,2, such that there is
a second collision with node 1.

starts transmitting at time t0 + dmax − lmax, i.e., it was activated tsen + tset time before —
see Fig. B.1 — and did not detect a transmission by node j in tsen, the last packet of node j
and the first packet of node i will be lost.

In the worst case, the remaining n − 2 nodes in the network start transmitting at t0 +
dmax − lmax + α · ti where 1 ≤ α ≤ k is an integer number and ti is node i’s inter-packet
separation. As a consequence, n−1 packets of node i will be lost independent of inter-packet
times of node i, of node j, and of the other n− 2 nodes.

Similarly, node j can interfere with further packets of node i, if it is activated anew before
time t0 + 2dmax − lmax, i.e., before node i finishes transmitting its k packets. Since we
consider tact = dmax, i.e., a node can immediately start transmitting anew after it finished
its sequence, it is possible that, in the worst case, node j interferes with up to two packets
from each other node, i.e., up to 2(n − 1) packets can be lost – see Fig. B.3. The lemma
follows.

As a result of Lemma 7, in the worst case, each node might need to transmit up to
2(n− 1) + 1 = 2n− 1 packets within dmax and should only be activated once in an interval of
length tact with tact = dmax. To decrease this pessimism and reduce k, a transmission pause
is introduced as stated in the following corollary:

Corollary 3. Let us consider a set of n independent transmit-only nodes, which are activated
once within a time interval of length tact and transmit a sequence of k packets within dmax
where dmax ≤ tact. If tact ≥ 2dmax holds, i.e., a node will wait for an inter-sequence pause
of at least dmax after each sequence before transmitting anew, at least n − 1 packets of any
node i will be lost in the worst case, independent of the inter-packet separation ti with which
packets are transmitted.

Proof. Immediate from Lemma 7.

In summary, it can be observed that according to Lemma 7, the missing pause after a
sequence leads to an additional n − 1 unavoidable packet losses per sequence compared to
Corollary 3. This means that, on the one hand, the missing pause allows triggering the node
more frequently and, hence, theoretically increases the total data throughput. On the other
hand, the energy efficiency is decreased due to a higher number of possible packet collisions
in the worst case. However, it was found out that the higher packet collision rate mostly
dominates and finally leads to a lower data throughput that is comparable to a system with
inter-sequence pauses. Since energy is a crucial factor for WSN, it is therefore assumed that
the system implements a transmission pause after each sequence as stated in Corollary 3.
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Figure B.4.: Illustration of Lemma 8 for the case of three nodes, i.e., n = 3. There can be
n − 1 = 2 packet collisions on the communication. In addition, since (B.2.1)
holds according to Theorem 5, nodes will be able to detect transmissions of one
another. As a result, in the worst case, one node’s packet transmission can be
delayed additional n− 1 = 2 times (second node’s dotted packets).

Corollary 3 states that there are at least n − 1 unavoidable packet losses per sequence
in the worst case. However, in order to derive safe values for k, also the effects of carrier
sensing need to be considered, i.e., when nodes skip packets due to a blocked channel. This
is analyzed in the following lemma.

Lemma 8. Let us consider a set of n independent transmit-only nodes, which are activated
once within a time interval of length tact and transmit a sequence of k packets within dmax
where tact ≥ 2dmax. For any two nodes i and j in the network, ti and tj have been selected
such that they comply with (B.2.1). If interference from outside the network can be neglected,
the following number of transmissions k suffices to guarantee reliability:

k = 2n− 1. (B.2.2)

Proof. Theorem 5 states that any two nodes i and j in the network only interfere once with
each other, if ti and tj are selected as per (B.2.1). This means that, in the worst case, a
packet of a node i can be interfered n − 1 times by the remaining n − 1 nodes. On the
other hand, if ti and tj comply with (B.2.1), they will be able to detect transmissions of one
another. However, in the worst case, a packet of a node i can also be delayed n − 1 times
by transmissions of the remaining n − 1 nodes. The maximum number of retransmission
attempts is hence 2(n − 1), i.e., in the worst case, a node may try to send a packet a total
number k = 2(n− 1) + 1 = 2n− 1 times before being successful – Fig. B.4 illustrates this for
n = 3. The lemma follows.

B.2.2. Calculating inter-packet times

The following analysis derives safe values for ti for any i and 1 ≤ i ≤ n. Towards this,
Lemma 9 guarantees that there is at most one collision between any two nodes.

Lemma 9. Let us consider a set of n independent transmit-only nodes, which are activated
once within a time interval of length tact and transmit a sequence of k packets within dmax
where tact ≥ 2dmax. In order to guarantee that at most one packet of a node i is interfered
on the communication channel by another node i − 1, the following condition must hold for
any ti and ti−1 where 1 < i ≤ n:

ti − ti−1 ≥ 2(tset + t̄), (B.2.3)

given that ti−1 < ti < 2ti−1 holds, i.e., b ti
ti−1
c = 1.
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Proof. According to Theorem 5, if (B.2.1) holds for all i and j where i 6= j and 1 ≤ α ≤ k,
it can be guaranteed that any two nodes i and j interfere only once with each other.

Now, for a any i, j = i − 1, and α = 1, from (B.2.1) we have mod
(

ti
ti−1

)
≥ 2(tset + t̄),

which again has to hold according to Theorem 5. Since ti > ti−1 and b ti
ti−1
c = 1 hold for

1 < i ≤ n, we have that ti − ti−1 ≥ 2(tset + t̄) and the lemma follows.

Lemma 10. Let us consider a set of n independent transmit-only nodes, which are activated
once within a time interval of length tact and transmit a sequence of k packets within dmax
where tact ≥ 2dmax. If one packet of a node i is interfered by a packet of node j, in order to
guarantee that the next packet sent by node i is not interfered again by node j, the following
condition must hold for the minimum inter-packet time tmin = min

1≤i≤n
(ti):

tmin ≥ L+ tset + tsen. (B.2.4)

Proof. Let us assume that node i is triggered at time t0 and successfully sends its data to the
corresponding sink. This means that the node is busy until t0 + tsen + tset +L – see Fig. B.1.
If the next packet of node i starts directly afterwards, i.e., without any further waiting time,
the waited period time is ti = L+ tset + tsen, as stated in (B.2.4).

Let us again assume node i is triggered at time t0, but this time its first packet is interfered
by a packet of node j. According to Theorem 5 that node j was triggered in a time interval
[t0−(tset+t̄), t0+(tset+t̄)]. This means that after the (collided) packet of node i is transmitted,
node j can still occupy the channel for up to tset+ t̄ time until t0 + tsen+ tset+ lmax+(tset+ t̄)
– see Fig. B.1. Both nodes will now listen for acknowledgments, which are not sent since
packets were corrupted. This takes additional 2tset + lack time, which is always greater than
the maximum possible delay (tset + t̄) of node j. As a consequence, the earliest point in
time when node i can start with its second packet is t0 + L + tset + tsen, which results in a
ti equivalent to (B.2.4). Due to (B.2.3), there will be no further collision with node j. The
lemma follows.

Lemma 11. Let us consider a set of n independent transmit-only nodes, which are activated
once within a time interval of length tact and transmit a sequence of k packets within dmax
where tact ≥ 2dmax. The (constant) inter-packet time is upper bounded by tmax = max

1≤i≤n
(ti):

tmax ≤
dmax − (tsen + tset + L)

k
. (B.2.5)

Proof. Without loss of generality, let us assume that node i is activated at time t0. In order
that n packets can be sent within [t0, t0 + dmax], the n-th packet has to start at latest at
t0 + dmax− (tsen + tset +L). This way, the sink node finished switching back to receive mode
after acknowledging node i’s n-th packet exactly at t0 + dmax.

As the upper and lower bound of inter-packet times have been determined in the previous
analysis, the following theorem now derives a formula to find safe values for ti for any i and
1 ≤ i ≤ n.

Theorem 6. Let us consider a set of n independent transmit-only nodes, which are activated
once within a time interval of length tact and transmit a sequence of k packets within dmax
where tact ≥ 2dmax. If the first packet of a node i is interfered by a packet of node j, in order
to guarantee that the next (2n− 2) packets sent by node i are not interfered again by node j,
the following condition must hold for the minimum inter-packet time tmin = min

1≤i≤n
(ti):

tmin ≥ (2n− 2) · (n− 1) · 2(tset + t̄) + 2(tset + t̄), (B.2.6)
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where as before tmin < ti < 2tmin holds, i.e., b ti
tmin
c = 1, for 1 ≤ i ≤ n. In addition,

b k·tmin
(k−1)·tmax

c = 1 also holds, i.e., (k − 1) · tmin < (k − 1) · tmax < k · tmin, for 1 < k ≤ n − 1

and tmax = max
1≤i≤n

(ti).

Proof. Let us again assume that the first packet sent by a node i is interfered at time t0 by
a packet of node j. In order that the next (2n− 2) packets sent by node i are not interfered
again by node j, (B.2.1) needs to hold for all i and j where i 6= j and 1 ≤ ki ≤ n− 1 as per
Theorem 5.

Without loss of generality, let us assume that all ti are sorted in order of increasing values,
i.e., ti > tj if i > j. Hence tmin = min

1≤i≤n
(ti) = t1 and tmax = max

1≤i≤n
(ti) = tn hold.

Let us first consider i = 1 and j = n. If α = 1 holds, from (B.2.1) we have that

mod
(
t1
tn

)
≥ 2(tset + t̄) is equal to t1 ≥ 2(tset + t̄) since t1 < tn. For α = 2, from (B.2.1) we

have that mod
(
2t1
tn

)
≥ (tset+t̄) is equal to 2t1−tn = t1−2(n−1)·(tset+t̄), as b2t1tn c = 1 holds

– see again proof of Lemma 9. Similarly, for α = 3, we have that mod
(
3t1
tn

)
≥ (tset + t̄)

is equal to 3t1 − 2tn = t1 − 2 · 2(n − 1) · (tset + t̄) ≥ 2(tset + t̄), as b 3t12tn
c = 1 holds. For

α = 2n−1, we have that mod
(
(2n−1)·t1

tn

)
≥ 2(tset+ t̄) is equal to (2n−1) · t1−(2n−2) · tn =

t1 − (2n− 2) · 2(n− 1) · (tset + t̄) ≥ 2(tset + t̄), as b (2n−1)·t1(2n−2)·tn c = 1 also holds. As a result, we

have that t1 ≥ (2n− 2) · (n− 1) · 2(tset + t̄) + 2(tset + t̄) which is lower bound for tmin = t1
stated in (B.2.5). Since tn = tmax, note that choosing another j where 1 < j < n yields a
lower bound that is closer to that of Lemma 9. In other words, the lower bound of (B.2.5) is
the greatest necessary value of tmin. The theorem follows.

In summary, both Lemma 10 and Theorem 6 provide a lower bound on tmin for the case
that tmin < ti < 2tmin where 1 ≤ i ≤ n. However, in contrast to Lemma 10, the lower bound
of Theorem 6 guarantees that, if a packet of node i gets interfered by any node j, its next
2n − 2 packets will not be interfered again by node j. This result, together with Lemma 9,
enables designing a reliable network, since it can be guaranteed that at least one packet of
each node reaches its receiver in the worst case.

B.3. The bi-RARE protocol

Similar to the unidirectional protocol RARE, bi-RARE is based on the fact that many ap-
plications can tolerate data loss to some extent, in particular those that transmit their data
periodically. To this end, to avoid the high costs of full reliability of (bi-)DEEP, bi-RARE is
designed to allow for some data loss. That is, it can be configured for a probability p < 1 that
data reaches its destination within a deadline in the worst case. The difference to RARE is
that bi-RARE uses carrier sensing to reduce the chance of collisions and ACKs to decrease
the number of packets on average.

E

t0+ti1 t0+ti2 t0+tik t0+dmaxt0

1 2 k A
C
K

Figure B.5.: Basic working principle: After being activated by an event E, node i starts
transmitting data packets in random time intervals until an acknowledgment is
received — here for the k-th packet. This way, up to k packets are sent within
a deadline dmax in the worst case.
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B.3. The bi-RARE protocol

Fig. B.5 depicts the working principle of bi-RARE in more details. Every time a node i
is triggered by an event E, it starts transmitting redundant data packets of length L (see
Fig. B.1) until an ACK is received or a maximum retransmission number k is reached — all
within a deadline dmax. In contrast to (bi-)DEEP, inter-packet times are not constant, but
node i waits a random time tix ∈ R>0 before sending any packet x — including the first
one of a sequence. Here 1 ≤ i ≤ n and 1 ≤ x ≤ k hold and tix is uniformly selected from
a time interval [tmin,tmax] with tmin, tmax ∈ R>0. By waiting a random time before every
transmission, packets are distributed equally over the available time (i.e., the deadline dmax).
This balances traffic load and reduces collision numbers as shown later in simulation. Lastly,
in contrast to (bi-)DEEP, there is no transmission pause after a sequence and nodes can be
triggered directly anew after their deadline has passed, i.e., tact = dmax.

While n, p, dmax, L and tact are determined by the application and are known in advance,
the remaining parameters k, tmin and tmax must still be selected. The following analysis
stepwise derives these values, starting with a mathematical description of reliability, i.e.,
the probability that at least one out of k packets successfully reaches its destination. Now,
to compute this probability, the worst-case transmission conditions need to be considered:
(i) all n nodes in the network are sending (ii) there exists a maximum fraction of the in-
terval [tmin, tmax] for which any selected value of tix leads to a failed transmission. While
condition (i) is straight forward, condition (ii) requires more analysis.

There are two possibilities that lead to a failed transmission attempt, either a collision or a
blocked channel. Both possibilities can be expressed as time intervals, i.e., ∆col for collisions
and ∆blk for a blocked channel. These describe the fraction of time in [tmin, tmax] for which
any selected value of tix, i.e., the point in time at which nodes start with carrier sensing,
leads to either collision or blocking on the channel.

lmax tsettsettsen

Δcol Δblk

tsen tset2

node i

tset + t

t

t

lack

tsen tset

no
de

 j

1

tsen tset3

L

Figure B.6.: Illustration of the collision and blocking intervals ∆col and ∆blk. Whenever a
node j starts carrier sensing in these intervals, its packet will either collide or be
blocked by a packet of another node i. Case 1 and 2 show a collision between
node i and j, whereas case 3 shows node j skipping its packet.

Regarding collisions, let us have a look at Fig. B.6. As depicted in case 1, a packet of node
j collides with a packet of another node i, if both start carrier sensing at the same time. Now,
if the packet of node j is further shifted to the right, i.e., it starts carrier sensing later, there
will still be a collision as shown in case 2. Only when this shift is greater than tset + t̄, there
will be no collision, but node j’s packet will be skipped. That is, its carrier sensing interval
now overlaps for more than t̄ with node i’s packet, which is sufficient for node j to detect it.
As a result, the collision interval of a single packet can be described as:

∆col = tset + t̄, (B.3.1)

where tset is the mode switch time and t̄ the sensitivity of the transceiver.
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The blocking interval ∆blk can be determined similarly, as shown by case 3 in Fig. B.6.
Here, a node j is able to detect a busy channel, if it starts carrier sensing more than tset + t̄
later than another node i, i.e., after the collision interval. This continues until the point in
time where node j starts carrier sensing less than t̄ time before node i’s acknowledgment has
finished. That is, the overlap of node j’s tsen with node i’s acknowledgment is small enough
and node j starts detecting a free channel. As a result, the blocking interval of a single packet
can be described as follows:

∆blk = (tsen − (tset + t̄) + tset + L− t̄)
= (tsen + L− 2t̄) = tset + L. (B.3.2)

Although there are differences between a packet failed due to a collision or a blocked
channel regarding the consumed energy [66], it does not make any difference for reliability,
since no packet will arrive at the sink in both cases. As a consequence, ∆col and ∆blk can be
combined to describe the total fraction of time in [tmin, tmax] for which any selected value of
tix will lead to a failed transmission between any two single packets:

∆tot = ∆col + ∆blk

= (tsen + tset + L− t̄). (B.3.3)

In the following, tmin and tmax are derived, i.e., the bounds in which every node i uniformly
selects its inter-packet times tix. To this end, tmin is set such that there can be at most one
packet of each node in an interval of length tmax−tmin, for which it has to fulfill the following
condition:

tmin ≥ tmax − tmin,

tmin ≥ tmax
2

. (B.3.4)

Note that tmin is the minimum and tmax the maximum separation between two consecutive
transmission attempts of a node. If tmin is smaller than tmax

2 , each node can send multiple
packets within the interval tmax − tmin, for example, if it (randomly) selects tmin multiple
times. This, however, leads to a lower worst-case performance and is therefore not meaningful,
as shown in [63] and in the case of RARE in Section 6.3.2.

Given the fact that there can be at most one packet per node in tmax − tmin, it is possible
to compute the maximum probability of packet loss for every packet being sent. This is the
ratio between ∆tot of all packets — if all nodes are transmitting, there can be n − 1 other
packets that can cause interference — and tmax − tmin:

q =
(n− 1)∆tot

tmax − tmin
. (B.3.5)

The probability of successful packet transmission in the worst case is given by 1− q. Note
that for (B.3.5) to be valid the following condition must be satisfied (i.e., q ≤ 1 must hold):

(n− 1)∆tot ≤ tmax − tmin,
tmin ≤ tmax − (n− 1)∆tot. (B.3.6)

Since network parameters, such as tmin, tmax, tsen, etc., are common to all nodes, q is
independent of the node and packet being sent. This allows modeling reliability, i.e., the
probability p that at least one out of k transmission attempts reaches its destination for any
node n, using a binomial distribution.

To this end, all possible combinations need to be considered, i.e., the first packet arrives,
the second packet arrives, etc., which is a cumbersome procedure. To facilitate calculations, it
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is easier to compute 1−p instead, i.e., the probability that, in the worst case, no transmission
attempt is successful. This is the probability that k consecutive packets are lost and can be
computed by the well-known equation

(
k
x

)
qx(1− q)(k−x) where

(
k
x

)
= k!

x!(k−x)! is the binomial

coefficient. Replacing q as per (B.3.5) and choosing x = k, i.e., k out of k packets are lost,
the result is:

1− p =

(
(n− 1)∆tot

tmax − tmin

)k
. (B.3.7)

For (B.3.7) to be valid, it has to be ensured that nodes are always able to send k packets
within dmax. Towards this, recall again that every node i waits a random time tix chosen
from [tmin, tmax] before sending any packet. In the worst case, node i will select tmax for
each of its k packets. To guarantee that even the last packet of node i has been transmitted
before dmax, the following must hold:

tmax ≤
dmax − (tsen + tset + L)

k
. (B.3.8)

Given a value of tmax as per (B.3.8), (B.3.7) can be reshaped to compute the value of tmin
that satisfies a desired reliability p for the whole WSN:

tmin ≤ tmax −
(n− 1)∆tot

k
√

1− p
. (B.3.9)

It can be seen from (B.3.9) that full reliability, i.e., p = 1, is only possible for n = 1,
independent of all other parameters. For n > 1, if p tends to 1, tmin tends to minus infinity as
per (B.3.9). In other words, similar to RARE, 100% reliability as with TDMA or (bi-)DEEP
cannot be achieved. However, bi-RARE allows for a reliability that is acceptably close to
100%, while considerably reducing the number of transmission attempts and, hence, making
better use of energy. This is further discussed in simulation in Section 6.4.

B.4. Key findings

This chapter presented the bidirectional MAC protocols bi-DEEP and bi-RARE, which are
extensions of DEEP and RARE with additional carrier sensing and acknowledgment mecha-
nisms. The idea behind these protocols is to improve the average performance of the system
by reducing the overhead of unidirectional communication, i.e., delays and packet numbers.
More specifically, packet numbers can be reduced by using ACKs (a node can stop sending
packets, if it knows that its data has been received) and collisions can be minimized by per-
forming carrier sensing before every transmission (this can avoid simultaneous transmissions).

In the case of bi-DEEP, fully reliable communication can be guaranteed, i.e., data always
reaches its destination in the worst case. To this end, similar to DEEP, each node transmits
its data as sequences of redundant packets with constant inter-packet times. However, in
contrast to DEEP, inter-packet times and packet numbers are calculated differently due to
the additional carrier sensing and ACK mechanisms. That is, inter-packet times do not
depend on the packet length anymore, but only on the transceiver quality, i.e., how fast it
can switch modes (tset) and how sensitive it is (t̄). This typically results in shorter inter-
packet times, in particular, if fast hardware is used or packet sizes are large. On the other
hand, each node now needs to transmit k = 2n − 1 packets per sequence instead of k = n,
which is almost twice as much. A detailed evaluation and comparison to DEEP can be found
in Section 6.4.6.

The bi-RARE protocol makes use of the fact that many applications can tolerate some data
loss and do not require full reliability. To this end, it can be configured to a user-specified
reliability of < 100 %, i.e., to a certain probability that data reaches its destination in the
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worst case. Similar to RARE, nodes transmit sequences of k packets with inter-packet times
that are randomly selected from an interval [tmin, tmax]. However, calculations vary slightly
leading to different performance. This is further evaluated in Section 6.4.6.

In summary, bi-DEEP and bi-RARE can increase the average performance of a system,
i.e., reduce packet numbers, delays and energy consumption. However, there are also sev-
eral drawbacks compared to DEEP and RARE. In particular, complexity is much higher,
which generally leads to a lower worst case performance of system, since both carrier sensing
and ACK introduce two additional error sources. Further, if slow transceivers are used or
packet numbers are short compared to carrier sensing or ACKs, the benefits of bidirectional
communication vanishes. This is analyzed more closely in Section 6.4.6, where bi-DEEP
and bi-RARE are evaluated and compared to other protocols in a series of simulation-based
experiments.
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Summary of findings

1. Under negligible external interference, it is possible to guarantee fully reliable communi-
cation in unidirectional networks by carefully selecting packet numbers and inter-packet
times. This resulted in the proposed DEEP algorithm of Chapter 4.

2. On the other hand, an arbitrarily high reliability (less than 100 %) is also possible in
unidirectional networks by randomly selecting inter-packet times within configurable
boundaries. This has led to the proposed RARE protocol of Chapter 5.

3. Overall, RARE leads to less energy consumption and less transmission delay than
DEEP. However, in contrast to DEEP, RARE can never achieve 100 % reliability.

4. Using feedback mechanisms such as acknowledgments and carrier sensing (i.e., bidirec-
tional communication) always deteriorates the achievable reliability in the worst case.
On average, bidirectional protocols are more beneficial, if network traffic is compara-
tively low.

5. Unidirectional communication is more robust against external interference than bidi-
rectional communication, since nodes are active for a shorter time and there are less
sources of errors such as acknowledgments, carrier sensing, etc. that can be affected by
external transmissions.
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