Dipole formation at metal/PTCDA interfaces: role of the Charge Neutrality Level

H. Vizquez', R. Oszwaldowskif, P. Pouf, J. Ortegal, R. Pérez!, F. Flores’ and A. Kahn¥
' Departamento de Fisica Tedrica de la Materia Condensada, Universidad Auténoma de Madrid, E-28049 Madrid, Spain.
T Department of Electrical Engineering, Princeton University, Princeton, NJ 08544, USA.
(April 23, 2003)

The formation of a metal/PTCDA (3, 4, 9, 10- perylenetetracarboxylic dianhydride) interface barrier
is analyzed using weak chemisorption theory. The electronic structure of the uncoupled PTCDA
molecule and of the metal surface is calculated. Then, the induced density of interface states
is obtained as a function of these two electronic structures and the hopping interaction between
both systems. This induced density of states is found to be large enough (even if the metal/PTCDA
interaction is weak) for the definition of a Charge Neutrality Level for PTCDA, located 2.45¢V above
the highest occupied molecular orbital. We conclude that the metal/PTCDA interface molecular
level alignment is due to the electrostatic dipole created by the charge transfer between the two

solids.

Electronic materials made of molecular films are a
fast developing field, with many potential applications
in organic-based devices. Designing new organic-based
materials requires a detailed understanding of the differ-
ent processes occurring in these devices. In particular,
metal/organic and semiconductor/organic interface bar-
riers play a decisive role [1,2]. However, the formation of
barriers is not yet well understood.

In the Schottky-Mott model of metal/organic inter-
faces, it is assumed that no interface dipole is formed
at the junction, and that the position of molecular lev-
els with respect to the metal Fermi level is defined by
vacuum level alignment. This situation was disproved
by Narioka et al. [3] who, using ultra-violet photoemis-
sion spectroscopy (UPS), found large interface dipoles
(~ 0.5—1.0eV) at several metal/organic interfaces. Inde-
pendent data by Hill et al. [4] confirmed this conclusion.
Various mechanisms are believed to operate simultane-
ously at these interfaces, and several models have been
advanced [1,2]. Metal-molecule chemical reaction has
been seen to create interface gap states that pin the Fermi
level [5], a situation that is analogous to that described
by the Unified Defect Model proposed for inorganic semi-
conductor/metal interfaces [6]. Compression of the metal
surface electronic tail by adsorbed molecules, leading to
vacuum level interface shift, has also been proposed as a
general metal/organic interface mechanism [7-9].

In this letter, we explore the first application to a
metal/organic interface of the Induced Density of Inter-
face (or virtual) States (IDIS) Model [10]. We study a
metal/PTCDA (3, 4, 9, 10- perylenetetracarboxylic dian-
hydride) interface and analyze how the chemical interac-
tion between the organic molecule and the metal creates
an IDIS in the organic energy gap. Our calculations show
that, although the chemical interaction is weak, the IDIS
is large enough to allow us to define a Charge Neutrality
Level (CNL) of the organic molecule. Our results show
that the interface Fermi level Er is pinned at the CNL,
a situation similar to that described for the formation of

Schottky barriers at conventional semiconductor/metal
junctions.

In this theoretical analysis, we study the
metal/PTCDA interaction in three steps. First, the
molecular orbitals of the organic molecule are calculated
using a Density Functional Theory (DFT) local-orbital
method [11], care being taken to identify the appropriate
wavefunctions associated with the Affinity and Ioniza-
tion levels defining the molecular transport gap. Then,
we calculate the metal/molecule interactions and obtain
the electronic density of states in the molecular energy
gap. Finally, we define the CNL associated with these
states and show that the organic molecule induces an in-
terface dipole strong enough to pin the Fermi level at the
CNL. This dipole can be characterized by the parameter
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(where ¢y is the metal workfunction), equivalent
to the interface slope parameter in the theory of
metal/semiconductor junctions [12] and which we find
to be 0.2.
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In our DFT study of the PTCDA molecule, we use
an optimized minimal local orbital basis, and introduce
many-body effects by means of the exchange and corre-
lation potential [11],
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where EXC defines the exchange and correlation en-
ergy written as a function of the occupation numbers

Nias- Lypically, the exchange energy is defined by:

1
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where Jff is the mean interaction between the charge
Niqe and its hole 1 — n;q,, while
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where Uj; is the average intraatomic Coulomb interac-
tion, and f;o, defines the fraction of the exchange hole
that is converted into an intraatomic correlation hole [11].
In our actual calculations, we combined a Flireball
code [13] with the exchange and correlation potential
mentioned above. This approach is equivalent to con-
ventional DFT but is especially advantegeous in cases
where correlation is important [14], and for calculating
the Affinity (A) and Ionization (I) levels of the molecule,
as will be seen below in the discussion of Koopman’s the-

orem.
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FIG. 1. DFT spectrum (long bars: 7 states; short bars:
o states) and DOS (introducing a 0.5 eV FWHM Gaussian
broadening) for the PTCDA molecule.

Figure 1 shows the spectrum obtained from the DFT
calculation; we also calculate a LDOS by introducing for
each level a Gaussian broadening with a 0.5eV FWHM
[15]. This DFT calculation produces a molecular energy
gap ~ 1.6eV, very small compared to the single-particle
gap A—1TI (~ 5eV) of the isolated molecule [16], and even
smaller than the optical gap, ~ 2.6eV [2]. This is due to
the fact that the DFT eigenvalues are not directly related
to the molecular levels. Note also that, in analyzing the
metal/organic interface, one needs to consider the single-
particle energy gap of the isolated molecule, A—1I. At the
interface, this energy gap, A—1, is reduced by solid-state
effects associated with long-range electronic polarization
and molecular or lattice relaxations [2,15,17]; these ef-
fects will be discussed later.

Let us now consider how to calculate the single-particle
gap, A — I, for the isolated molecule. We first calculate
A and I using the definitions A = E[N + 1] — E[N], and
I = E[N] — E[N — 1], where E[N;] is the ground-state
energy of the molecule with N +1, N or N — 1 electrons.
Each case can be calculated using the DFT method de-
scribed above; we find I = —5.9¢V and A = —1.1eV,

yielding an energy gap of 4.8eV, in reasonable agreement
with the value of ~ 5eV" [16]. These calculations tend to
give ionization and affinity levels that are too high in en-
ergy (~ 2eV’) with respect to the experimental evidence.
Interestingly, similar results can be obtained using a sort
of Koopman’s theorem [18], which amounts to introduc-
ing an electron (hole) in the LUMO (HOMO) of the
molecule, and calculating the total energy of the system
neglecting electron relazation effects. In this approach,
the Affinity level, for instance, is simply the LUMO level
corrected by the following many-body term §A:
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where Jiq j3 is the Coulomb interaction between the
orbitals ia and jf3, while dn;u, is the change in the oc-
cupation number of the orbital iao. A similar equation
can be written for 67 [18].

This Koopman’s theorem approach yields I = —6.1eV
and A = —1.2eV, in very good agreement with the val-
ues given above. This shows that relaxation effects in
PTCDA associated with introducing or extracting an
electron from the molecule are small, and indicates that
the molecular orbitals calculated within DFT for the
HOMO and LUMO levels are very appropriate for de-
scribing the Ionization and Affinity wavefunctions of the
molecule. Note that = and o orbitals give different values
of 6A and 6I. In our calculations, we obtain the PTCDA
energy levels for the molecule by modifying the DFT 7
and o levels with the corresponding values of 0 A and 61
given by Koopman’s theorem.

Solid-state effects associated with long-range electronic
polarization have been analyzed by Tsiper et al. [17]. Po-
larization of molecules of the solid screens the electric
field created by the extra charge introduced in the sys-
tem, either an electron or a hole, modifying the energy
levels I and A and the corresponding single-particle en-
ergy gap (also called transport gap in the solid). This
correction is important, 1 — 1.5V, yet the ionization and
affinity wavefunctions of the molecule are not expected to
present important modifications. Other effects, such as
lattice relaxation and vibronic coupling, only introduce
corrections of the order of 0.2eV, in the transport gap
[15].

To summarize the above discussion, the electronic
wavefunctions of PTCDA can be described using the re-
sults of a DFT approach, introducing a shift in the energy
levels. According to independent experimental data [15],
we fit this energy gap to a value of 3.2eV, which seems
to include all the effects discussed above.

Finally, we analyze the metal/PTCDA contact using
chemisorption theory in the limit of weak interaction be-



tween the two solids. Figure 2 shows the geometry of
interest: a planar PTCDA molecule located at a distance
d from the last metal layer, namely, Au (111).
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FIG. 2. A PTCDA molecule on a Au(111) surface (Top
View). White atoms: H, black: O, dark grey: C, light grey:
Au.

We assume the PTCDA wavefunctions, v;, to be de-
scribed by the DFT method discussed above, and the
metal wavefunctions by the DFT-Local Orbital code
Fireball [13], which also yields the density matrix,
Pap(E), where a and f refer to the local-orbital basis
used in the DFT code. In the limit of weak metal-
PTCDA interacion [15], the main effect of the metal on
the PTCDA electronic structure is to broaden the molec-
ular levels, E; by a quantity I'; given by [19]

Ii=2rY |Tw|* 6(E, — Ey), (6)

where T;, is the hopping interaction between the
molecular orbital ; and the metal eigenfunction, ,,.
Equation 6 can be rewritten in a more appropriate way
by using a local-orbital basis for the molecule and the
metal. With the notation ; = ) c;;¢;, equation 6
takes the form

Ty =21 Y cij Tja pas(E:) Tajr cjvi, (7)
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where the broadening of each molecular level is deter-
mined by: (a) the hopping interaction T}, between local
orbitals; (b) the coefficients ¢;; of the molecular orbitals
1;; and (c¢) the density of states matrix of the metal,
Pap (E;).

Figure 3 shows the hopping interaction between the Au
6s orbital and the different orbitals of PTCDA, C 2s and
2p, O 2s and 2p, and H 1s (in the following, we neglect
the 5d and 6p orbitals of Au) calculated using a dimer
approximation.

Equation 7 can be simplified to a more convenient form
by neglecting contributions having j # j': these terms
represent interference effects between different local or-
bitals of PTCDA, and tend to cancel each other out. The
contribution coming from the Au 6s orbitals yields
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FIG. 3. C, O and H - Au interaction as a function of
PTCDA-Au distance.

Each molecular level contributes to the LDOS with the
Lorentzian function
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In our calculations, we find for the 7= and o levels
around the PTCDA energy gap, 0.3eV < I'T < 0.7eV
and 0.16eV < I'? < 0.37eV for Au-PTCDA distances
34 A < d < 3.6 A. DFT calculations are not reliable
for obtaining d, as the metal-PTCDA interaction is of
the van der Waals and weak chemical type. We have,
however, some indirect information: (i) the distance be-
tween planar PTCDA molecules, interacting via van der
Waals and weak chemical forces, is d ~ 3.2 A [20]; (ii)
the Au-PTCDA interaction is of the same kind and a lit-
tle stronger than the PTCDA-PTCDA one [21]; (ii%) the
atomic radius of Au is ~ 0.5 A larger than that of C.

From this information, we conclude that the Au-
PTCDA distance should be slightly smaller than 3.7 A
=3.2 A +0.5 A, and we calculate T'T and I'? in the range
3.4 A < d < 3.6 A. This broadening is in good agreement
with the peak widths of 7 states observed in photoemis-
sion experiments [15].

Figure 4 shows the PTCDA LDOS for d = 3.5 A,
I'T = 0.5eV and I'Y = 0.25eV. The energy gap is fitted
to 3.2eV, as mentioned above, and the energy spectrum
is rigidly shifted by ~ 1.2eV to fit the HOMO level to its
experimental value at the surface of a PTCDA thin film
[15]. We also show the CNL, defined as the level yielding
charge neutrality conditions in the molecule, and calcu-
late S = %, the interface slope parameter. In our case
[12],
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FIG. 4. PTCDA LDOS for the PTCDA/Au(111) interface
calculated for d = 3.5 A, I'T = 0.5eV and 'Y = 0.25eV.
Long (short) bars correspond to the 7 (o) states neglecting
the metal-molecule interaction.

where D(EF) is the PTCDA LDOS (Figure 4) at the
Fermi level (practically, the CNL), ¢ is the distance be-
tween the charges induced in the metal and the organic
molecule (around 3.5 A) and A is the area associated
with a PTCDA molecule (around 120 A?). Our calcula-
tion yields S = 0.2; it is crucial to mention that this small
value of S shows that the LDOS induced in the molecule
is high enough (even if the metal/PTCDA interaction is
small) to strongly pin the interface Fermi energy close to
the CNL.

For the purpose of comparison with experimental data
[2], we stress that our CNL is located around 2.45eV
above the center of the HOMO level of the molecule, in
very good agreement with the experimental Er pinning
position. Our calculated value of S = 0.2 is a little too
large as compared to the value inferred from experiment,
S = 0 [2]. However, our calculations are based on a
single case (Au), and a more detailed analysis including
other metals should be done. The important outcome of
our analysis is that the calculated value of S = 0.2 is
indicative of a significant DOS at the metal/PTCDA in-
terface, in spite of the weak interaction between the two
materials (see Figure 3). This indicates that the interface
Fermi level should be close to the CNL (in our calcula-
tions, Er lies ~ 0.04eV below the CNL). The mechanism
associated with the formation of the interface barrier is
the charge transfer that creates an electrostatic interface
dipole, which tends to align the metal Fermi level and
the PTCDA CNL.

In conclusion, we have analyzed the metal/PTCDA in-
terface barrier formation using weak chemisorption the-
ory. The aim of this paper was to explore the impor-
tance of the IDIS and its contribution to the interface
formation. Our results show that even for Au-PTCDA
distances for which the interaction is weak (d = 3.5 A),
the IDIS is high enough to create an interface dipole that
tends to align the Fermi level and the PTCDA CNL. This

is measured by the slope parameter, S, that our calcula-
tions show to be 0.2.

Within this framework, we conclude that the main
mechanism that leads to the formation of the Schottky
barrier in metal/PTCDA interfaces is the charge transfer
associated with the tunneling of metal electrons through
the molecule energy gap. Our results show that the in-
terface Fermi level should be close to the CNL of the
molecule, which our calculations place around 2.45eV
above the HOMO level.
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