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#### Abstract

The reconstruction of a function on the rotation group from mean values along all geodesics is an overdetermined problem, i.e., it is sufficient to know the mean values for a three dimensional subset of all geodesics on the rotation group. In this paper we give a Fourier slice theorem for the restricted problem. Based on the Fourier slice theorem and fast Fourier transforms on the rotation group and the sphere we introduce a fast algorithm for the forward transform. Analyzing the inverse problem we come up with an exact inversion formula for bandlimited functions on the rotation group. Unfortunately, this inversion formula turns out to be extremely ill conditioned. Therefore, we introduce an iterative approach which makes use of regularization and the fast algorithm for the forward transform. Numerical experiments indicate the applicability of our algorithms.


## 1 Introduction

The reconstruction of functions from mean values along certain submanifolds is a well studied problem within several fields of mathematics with numerous applications, most notably, in imaging. In this paper we consider the specific case that the function $f: \mathrm{SO}(3) \rightarrow \mathbb{R}$ to be recovered is defined on the rotation group $\mathrm{SO}(3)$ and the submanifolds are the geodesics on the rotation group. The family of all geodesics $C \subset \mathrm{SO}(3)$ on the rotation group may be parametrized by two unit vectors $\boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2}$ on the sphere $\mathbb{S}^{2}=\left\{\boldsymbol{\xi} \in \mathbb{R}^{3}| | \boldsymbol{\xi} \mid=1\right\}$ as

$$
C(\boldsymbol{\xi}, \boldsymbol{\eta})=\{\mathbf{R} \in \mathrm{SO}(3) \mid \mathbf{R} \boldsymbol{\xi}=\boldsymbol{\eta}\} .
$$

Hence, we are interested in the inversion of the Funk transform

$$
\mathcal{M} f(\boldsymbol{\xi}, \boldsymbol{\eta})=\int_{C(\boldsymbol{\xi}, \boldsymbol{\eta})} f(\mathbf{R}) \mathrm{d} \mathbf{R}
$$

[^0]which assigns to a function $f: \mathrm{SO}(3) \rightarrow \mathbb{C}$ its mean values along all geodesics $C(\boldsymbol{\xi}, \boldsymbol{\eta}), \boldsymbol{\xi}, \boldsymbol{\eta} \in$ $\mathbb{S}^{2}$.

One reason why we are interested in this particular manifold is that the inversion of the Funk transform on the rotation group is essential in quantitative texture analysis of polycrystalline materials by means of diffraction. There the alignment of a crystal within a polycrystalline material is described by a rotation that realizes the coordinate transform between a certain specimen fixed coordinate system and a crystal fixed coordinate system. Assigning a rotation to each crystal within the polycrystalline material one is interested in the distribution of these rotations. This distribution is modeled by a density function $f: \mathrm{SO}(3) \rightarrow \mathbb{R}_{+}$, the so called orientation density function. On the other hand diffraction measurements by X-ray, synchrotron or neutron diffraction results in point evaluations of the even part of the Funk transform

$$
g(\boldsymbol{\xi}, \boldsymbol{\eta})=\frac{1}{2}(\mathcal{M} f(\boldsymbol{\xi}, \boldsymbol{\eta})+\mathcal{M} f(-\boldsymbol{\xi}, \boldsymbol{\eta}))
$$

of the orientation density function, (cf. [5, 23]). Due to this practical importance there are a lot of papers by engineers and physicists on the inversion of the Funk transform, see e.g. [4, 31, 29, $32,38,13,6,28,35,22,10,37,34,43,23,1]$. There are also a few mathematical papers on this topic covering quite different inversion methods, i.e., splines [40, 12, 3], Fourier expansion [11], Gabor frames [7] and wavelets [2]. However, those papers mainly focus on complete data, i.e., sampling sets $\left(\boldsymbol{\xi}_{m}, \boldsymbol{\eta}_{m^{\prime}}\right), m, m^{\prime}=1, \ldots, M$, where $\boldsymbol{\xi}_{m}, \boldsymbol{\eta}_{m^{\prime}}, m, m^{\prime}=1, \ldots, M$ are dense spherical grids.

The Funk transform can be seen in analogy to the X-ray transform where a function $f: \mathbb{R}^{3} \rightarrow$ $\mathbb{R}$ is associated with its integrals

$$
\mathcal{X} f(\mathbf{x}, \mathbf{y})=\int_{\mathbb{R}} f(\mathbf{x}+t(\mathbf{x}-\mathbf{y})) \mathrm{d} t, \quad \mathbf{x}, \mathbf{y} \in \mathbb{R}^{3}
$$

along straight lines. In both cases the central problem is the reconstruction of $f$ from discrete samples of $\mathcal{M} f$ or $\mathcal{X} f$, respectively. In computed tomography it is a well known fact that the reconstruction of $f$ does not require the means along all straight lines, but, it is already sufficient to know the means along all straight lines that are perpendicular to an arbitrarily fixed direction. This is due to the fact that the X-ray transform $g=\mathcal{X} f$ of $f$ satisfies Johns equation (cf. [14])

$$
\begin{equation*}
\left(\frac{\partial}{\partial \mathbf{x}_{i} \partial \mathbf{y}_{j}}-\frac{\partial}{\partial \mathbf{x}_{j} \partial \mathbf{y}_{i}}\right) g=0, \quad i, j=1,2,3 \tag{1}
\end{equation*}
$$

and the set $\Omega$ of all straight lines that are perpendicular to a certain direction forms a characteristic set, i.e., the condition $\left.g\right|_{\Omega}=0$ turns the ultrahyperbolic partial equation (1) into a well posed boundary value problem. It turns out that a similar ultrahyperbolic partial differential equation is satisfied by the Funk transform of a function on the rotation group [26]. This gives rise to the recent discovery of three dimensional characteristic sets $\Omega$ for the Funk transform $\mathcal{M}$ by Palamodov [27] which consist of all geodesics that intersect an arbitrarily fixed geodesics. In particular, he showed that the original function $f$ can be inverted from data $\left.\mathcal{M} f\right|_{\Omega}$ by inverting
the spherical Funk transform on spherical sections of the rotation group. In his paper the continuous problem was considered, i.e., the inversion based on a discrete sampling set as well as fast inversion algorithms are still open problems.

In this paper we develop global Fourier based reconstruction algorithms for the Funk transform restricted to characteristic sets, i.e., we assume discrete data $\mathcal{M} f\left(\boldsymbol{\xi}_{m}, \boldsymbol{\eta}_{m}\right), m=1, \ldots, M$ given at nodes $\left(\boldsymbol{\xi}_{m}, \boldsymbol{\eta}_{m}\right) \in \Omega$, that belong to a characteristic subset $\Omega \subset \mathbb{S}^{2} \times \mathbb{S}^{2}$ and aim at the recovery of the Fourier coefficients of $f$. The findings of our paper are as follows. In Theorem 7 we show that the restriction

$$
\mathcal{M}: L^{2}(\mathrm{SO}(3)) \rightarrow L^{2}(\Omega)
$$

of the Funk Transform to a characteristic set $\Omega$ is unbounded, while being bounded as an operator

$$
\mathcal{M}: C(\mathrm{SO}(3)) \rightarrow C(\Omega)
$$

For functions with absolutely convergent Fourier series we give in Theorem 8 a decomposition of the restricted Funk transform into a Fourier transform on the rotation group, a block diagonal operator with triangular blocks, a rotation operator in Fourier space and a Fourier transform on the tensor product space $\mathbb{S}^{2} \otimes \mathbb{S}^{1}$. This decomposition can be seen as a specialization of the Fourier slice theorem for the Funk transform (cf. [11]) to the restricted case. A discrete version of this decomposition is given in Theorem 9.

As a direct application of our decomposition result we present a fast, approximate Algorithm 1 for the forward problem which has the numerical complexity $\mathcal{O}\left(N^{4 / 3}\right)$ where $N$ is the problem size, i.e. the number of sampling points as well as the number of Fourier coefficients used for the representation of the function $f$ is of order $\mathcal{O}(N)$. To this end we utilized the nonequispaced fast Fourier transform on the sphere [17, 18] and the fast Fourier transform on the rotation group [20, 30, 19]. Numerical tests indicate the accuracy of our approximate algorithm.

Considering the inverse problem in Section 3.4 we present in Theorem 10 an exact discrete inversion formula for the restricted Funk transform of bandlimited functions. Unfortunately, this inversion formula turns out to be unstable as it is illustrated in Table 1. Therefore, we utilize the forward Algorithm 1 as well as the corresponding algorithm for the adjoined problem to implement an iterative solver for the normal equation. Following this approach we may apply regularization to our problem either in the form of oversampling or as Tychonov regularization. The numerical results presented in Figure 2 indicate that our algorithm may be suitable for practical applications.

## 2 Harmonic Analysis on the Rotation Group and the Sphere

### 2.1 Spherical harmonics

Let us denote by $\mathbf{e}_{1}=(1,0,0)^{T}, \mathbf{e}_{2}=(0,1,0)^{T}, \mathbf{e}_{3}=(0,0,1)^{T}$ the canonical basis in $\mathbb{R}^{3}$ and by $\mathbb{S}^{2}=\left\{\boldsymbol{\xi} \in \mathbb{R}^{3}| | \boldsymbol{\xi} \mid=1\right\}$ the unit sphere. Then any vector $\mathbf{u}_{\theta, \rho} \in \mathbb{S}^{2}$ can be represented by its polar coordinates $(\theta, \rho) \in[0, \pi] \times[0,2 \pi)$,

$$
\begin{equation*}
\mathbf{u}_{\theta, \rho}=\cos \theta \mathbf{e}_{3}+\sin \theta\left(\sin \rho \mathbf{e}_{1}+\cos \rho \mathbf{e}_{2}\right) . \tag{2}
\end{equation*}
$$

In terms of polar coordinate the spherical surface measure $\sigma$ is given by

$$
\int_{\mathbb{S}^{2}} f(\boldsymbol{\xi}) \mathrm{d} \sigma(\boldsymbol{\xi})=\int_{0}^{2 \pi} \int_{0}^{\pi} f\left(\mathbf{u}_{\theta, \rho}\right) \sin \theta \mathrm{d} \theta \mathrm{~d} \rho
$$

for any integrable function $f: \mathbb{S}^{2} \rightarrow \mathbb{C}$. As usual we denote by $L^{2}\left(\mathbb{S}^{2}\right)$ the Hilbert space of square integrable functions on the sphere. An orthonormal basis in $L^{2}\left(\mathbb{S}^{2}\right)$ is formed by the well known spherical harmonics, cf. [25],

$$
\begin{equation*}
\mathcal{Y}_{\ell}^{k}\left(\mathbf{u}_{\theta, \rho}\right)=\sqrt{\frac{2 \ell+1}{4 \pi}} \mathcal{P}_{\ell}^{|k|}(\cos \theta) \mathrm{e}^{\mathrm{i} k \rho}, \quad \ell \in \mathbb{N}_{0}, k=-\ell, \ldots, \ell \tag{3}
\end{equation*}
$$

with associated Legendre functions $\mathcal{P}_{\ell}^{|k|}$ defined in terms of the Legendre polynomials

$$
\mathcal{P}_{\ell}(t)=\frac{1}{2^{\ell} \ell!} \frac{\mathrm{d}^{\ell}}{\mathrm{d} t^{\ell}}\left(t^{2}-1\right)^{\ell}, \quad t \in[-1,1],
$$

by

$$
\mathcal{P}_{\ell}^{k}(t)=\left(\frac{(\ell-k)!}{(\ell+k)!}\right)^{1 / 2}\left(1-t^{2}\right)^{k / 2} \frac{\mathrm{~d}^{k}}{\mathrm{~d} t^{k}} \mathcal{P}_{\ell}(t)
$$

Note, that we use associated Legendre functions normalized such that

$$
\begin{equation*}
\int_{\mathbb{S}^{2}} \mathcal{P}_{\ell}^{k}(\boldsymbol{\xi} \cdot \boldsymbol{\eta})^{2} \mathrm{~d} \boldsymbol{\xi}=2 \pi \int_{-1}^{1} \mathcal{P}_{\ell}^{k}(t)^{2} \mathrm{~d} t=\frac{4 \pi}{2 \ell+1}, \quad \boldsymbol{\eta} \in \mathbb{S}^{2} \tag{4}
\end{equation*}
$$

and such that the Addition theorem [25] takes the form

$$
\sum_{k=-\ell}^{\ell} \mathcal{Y}_{\ell}^{k}(\boldsymbol{\xi}) \overline{\mathcal{Y}_{\ell}^{k}(\boldsymbol{\eta})}=\frac{2 \ell+1}{4 \pi} \mathcal{P}_{\ell}(\boldsymbol{\xi} \cdot \boldsymbol{\eta})
$$

In particular, we have by the Cauchy-Schwarz inequality the following upper bound on the spherical harmonics

$$
\left|\mathcal{Y}_{\ell}^{k}(\boldsymbol{\xi})\right|^{2}=\left|\frac{2 \ell+1}{4 \pi} \int_{\mathbb{S}^{2}} \mathcal{P}(\boldsymbol{\xi} \cdot \boldsymbol{\eta}) \mathcal{Y}_{\ell}^{k}(\boldsymbol{\eta}) \mathrm{d} \sigma(\boldsymbol{\eta})\right|^{2} \leq \frac{(2 \ell+1)^{2}}{8 \pi}\left\|\mathcal{Y}_{\ell}^{k}\right\|_{2}^{2}\left\|\mathcal{P}_{\ell}\right\|_{2}^{2}=\frac{2 \ell+1}{4 \pi} .
$$

The harmonic spaces $\operatorname{Harm}_{\ell}\left(\mathbb{S}^{2}\right)=\operatorname{span}\left\{\mathcal{Y}_{\ell}^{-\ell}, \ldots, \mathcal{Y}_{\ell}^{\ell}\right\}, \ell \in \mathbb{N}_{0}$, provide a complete system of rotational invariant, irreducible subspaces of $L^{2}\left(\mathbb{S}^{2}\right)$, i.e.,

$$
L^{2}\left(\mathbb{S}^{2}\right)=\overline{\bigoplus_{\ell=0}^{\infty} \operatorname{Harm}_{\ell}\left(\mathbb{S}^{2}\right)}
$$

Let $L \in \mathbb{N}_{0}$. Then any function $f \in \Pi_{L}\left(\mathbb{S}^{2}\right)=\bigoplus_{\ell=0}^{L} \operatorname{Harm}_{\ell}\left(\mathbb{S}^{2}\right)$ is called spherical polynomial of degree $L$. For a given function $f \in L^{2}\left(\mathbb{S}^{2}\right)$ we define its Fourier sequence $\hat{f} \in \ell^{2}(I)$,

$$
I=\left\{(\ell, k) \in \mathbb{Z}^{2} \mid \ell \in \mathbb{N}_{0}, k=-\ell, \ldots, \ell\right\}
$$

as the sequence of coefficients with respect to the basis $\mathcal{Y}_{\ell}^{k},(\ell, k) \in I$, i.e.,

$$
\hat{f}(\ell, k)=\int_{\mathbb{S}^{2}} f(\boldsymbol{\xi}) \overline{\mathcal{Y}_{\ell}^{k}(\boldsymbol{\xi})} \mathrm{d} \sigma(\boldsymbol{\xi}), \quad(\ell, k) \in I
$$

Moreover, we define the index set

$$
I_{L}=\left\{(\ell, k) \in \mathbb{Z}^{2} \mid \ell=0, \ldots, L, k=-\ell, \ldots, \ell\right\}
$$

of the Fourier coefficients of the space of spherical polynomials of degree $L \in \mathbb{N}_{0}$ which has the cardinality

$$
\left|I_{L}\right|=(L+1)^{2} .
$$

Definition 1. The continuous Fourier transform $\mathcal{F}_{\mathbb{S}^{2}}$ is the operator

$$
\begin{equation*}
\mathcal{F}_{\mathbb{S}^{2}}: \ell^{2}(I) \rightarrow L^{2}\left(\mathbb{S}^{2}\right), \quad \hat{f} \mapsto \sum_{(\ell, k) \in I} \hat{f}(\ell, k) \mathcal{Y}_{\ell}^{k} \tag{5}
\end{equation*}
$$

For a finite list of nodes $\boldsymbol{\xi}_{m} \in \mathbb{S}^{2}, m=0, \ldots, M-1$ and a spherical polynomial $f$ of degree $L$ the discrete Fourier transform $\mathbf{F}_{L, \xi}: \mathbb{C}^{I_{L}} \rightarrow \mathbb{C}^{M}$ is the operator defined by

$$
\begin{equation*}
\left[\mathbf{F}_{L, \xi} \hat{\mathbf{f}}\right]_{m}=\sum_{(\ell, k) \in I_{L}} \hat{f}(\ell, k) \mathcal{Y}_{\ell}^{k}\left(\boldsymbol{\xi}_{m}\right), \quad m=0, \ldots, M-1 \tag{6}
\end{equation*}
$$

where $\hat{\mathbf{f}} \in \mathbb{C}^{I_{L}}, \hat{\mathbf{f}}_{\ell, k}=\hat{f}(\ell, k),(\ell, k) \in I_{L}$ denotes the vector of Fourier coefficients of $f$.
By Parseval's theorem the operators $\mathcal{F}_{\mathbb{S}^{2}}$ and $\mathcal{F}_{\mathbb{S}^{2}}^{-1}$ are well defined isometries between $L^{2}\left(\mathbb{S}^{2}\right)$ and $\ell^{2}(I)$ and we have for any function $f \in L^{2}\left(\mathbb{S}^{2}\right)$

$$
\mathcal{F}_{\mathbb{S}^{2}}^{-1} f=\hat{f}
$$

Unlike the Fourier transform on the torus the adjoined discrete Fourier transform on the sphere $\mathbf{F}_{L, \xi}^{H}$ is in general not the inverse of $\mathbf{F}_{L, \xi}$. In order to recover Fourier coefficients $\hat{f}(\ell, k),(\ell, k) \in$ $I_{L}$ we consider quadrature nodes $\boldsymbol{\xi}_{m} \in \mathbb{S}^{2}, m=1, \ldots, M$ and corresponding quadrature weights $\omega_{m}$ such that

$$
\hat{f}(\ell, k)=\sum_{m=1}^{M} \omega_{m} f\left(\boldsymbol{\xi}_{m}\right) \overline{\mathcal{Y}_{\ell}^{k}\left(\xi_{m}\right)}, \quad(\ell, k) \in I_{L} .
$$

This sum may also written as an adjoined discrete spherical Fourier transform

$$
\hat{\mathbf{f}}=\mathbf{F}_{L, \boldsymbol{\xi}}^{H} \mathbf{W} \mathbf{f}
$$

where $\mathbf{f}=\left(f\left(\boldsymbol{\xi}_{1}\right), \ldots, f\left(\boldsymbol{\xi}_{m}\right)\right)^{T}$ and $\mathbf{W} \in \mathbb{R}^{M \times M}$ is the diagonal matrix with entries $W_{m, m}=$ $\omega_{m}$.

As an example of a spherical quadrature formula we consider for a maximum polynomial degree $L \in \mathbb{N}$ Clenshaw - Curtis quadrature nodes $\boldsymbol{\xi}_{m, n}=\mathbf{u}_{\rho_{m}, \theta_{n}}, m=0, \ldots, 2 L+1, n=$ $0, \ldots, 2 L$ with

$$
\begin{equation*}
\rho_{m}=\frac{m \pi}{L+1}, \quad \theta_{n}=\frac{n \pi}{2 L} \tag{7}
\end{equation*}
$$

and the corresponding weights

$$
\begin{equation*}
\omega_{n}=\omega_{2 L-n}=\left(\frac{4 \pi \varepsilon_{n}^{2 L}}{L(2 L+2)} \sum_{\ell=0}^{L} \varepsilon_{\ell}^{L} \frac{1}{1-4 \ell^{2}} \cos \frac{n \ell \pi}{L}\right)^{2} \tag{8}
\end{equation*}
$$

where

$$
\varepsilon_{n}^{L}= \begin{cases}\frac{1}{2}, & \text { if } n=0 \text { or } n=L \\ 1, & \text { if } 0<n<L\end{cases}
$$

These weights can be computed efficiently by a discrete cosine transform or a fast Fourier transform (see e.g. [42]) and allow for the exact reconstruction of polynomials up to degree $L$.

### 2.2 Wigner-D functions

In this section we briefly recapitulate harmonic analysis on the rotation group. By the rotation group $\mathrm{SO}(3)$ we denote the set of all orthogonal, three by three matrices with determinant one. Any such matrix $\mathbf{R} \in \mathrm{SO}(3)$ can be interpreted as a rotation in the three dimensional Euclidean space about a certain axis of rotation $\boldsymbol{\xi} \in \mathbb{S}^{2}$ and a certain rotational angle $\omega=\omega(\mathbf{R})=\arccos \frac{1}{2}(\operatorname{Tr} \mathbf{R}-1)$, where $\operatorname{Tr} \mathbf{R}$ denotes the trace of $\mathbf{R}$. Conversely, we denote for every unit vector $\boldsymbol{\xi} \in \mathbb{S}^{2}$ and every angle $\omega \in[0,2 \pi)$ the matrix that acts as a rotation about $\xi$ with angle $\omega$ by $\mathbf{R}_{\xi, \omega} \in \mathrm{SO}(3)$.

Since, $\mathrm{SO}(3)$ is a compact topological group it possesses a unique Haar measure $\lambda$ such that $\lambda(\mathrm{SO}(3))=1$. Accordingly, we define the Hilbert space $L^{2}(\mathrm{SO}(3))$ as the space of square integrable functions on the rotation group endowed with the inner product

$$
\left\langle f_{1}, f_{2}\right\rangle=\int_{\mathrm{SO}(3)} f_{1}(\mathbf{R}) \overline{f_{2}(\mathbf{R})} \mathrm{d} \lambda(\mathbf{R}), \quad f_{1}, f_{2} \in L^{2}(\mathrm{SO}(3))
$$

and the corresponding norm $\|f\|_{2}=\sqrt{\langle f, f\rangle}$. Setting

$$
J=\left\{\left(\ell, k, k^{\prime}\right) \in \mathbb{Z}^{3} \mid \ell \in \mathbb{N}_{0}, k, k^{\prime}=-\ell, \ldots, \ell\right\}
$$

we consider a system of harmonic functions on $\mathrm{SO}(3)$, called Wigner-D functions (cf. [41]),

$$
\begin{equation*}
D_{\ell}^{k k^{\prime}}(\mathbf{R})=\int_{\mathbb{S}^{2}} \mathcal{Y}_{\ell}^{k^{\prime}}\left(\mathbf{R}^{-1} \boldsymbol{\xi}\right) \overline{\mathcal{Y}_{\ell}^{k}(\boldsymbol{\xi})} \mathrm{d} \sigma(\boldsymbol{\xi}), \quad\left(\ell, k, k^{\prime}\right) \in J, \mathbf{R} \in \mathrm{SO}(3) \tag{9}
\end{equation*}
$$

The Wigner-D functions are normalized such that $\left\|D_{\ell}^{k k^{\prime}}\right\|^{2}=\frac{8 \pi^{2}}{2 \ell+1}$ and form an orthogonal basis in $L^{2}(\mathrm{SO}(3))$. In particular, every function $f \in L^{2}(\mathrm{SO}(3))$ has a unique series expansion in terms of Wigner-D functions

$$
\begin{equation*}
f=\sum_{\left(\ell, k, k^{\prime}\right) \in J} \sqrt{\frac{2 \ell+1}{8 \pi^{2}}} \hat{f}\left(\ell, k, k^{\prime}\right) D_{\ell}^{k k^{\prime}}, \tag{10}
\end{equation*}
$$

with Fourier coefficients $\hat{f}\left(\ell, k, k^{\prime}\right),\left(\ell, k, k^{\prime}\right) \in J$, given by the integrals

$$
\hat{f}\left(\ell, k, k^{\prime}\right)=\sqrt{\frac{2 \ell+1}{8 \pi^{2}}} \int_{\mathrm{SO}(3)} f(\mathbf{R}) \overline{D_{\ell}^{k k^{\prime}}(\mathbf{R})} \mathrm{d} \lambda(\mathbf{R})
$$

Let $\ell \in \mathbb{N}_{0}$. Then the harmonic space $\operatorname{Harm}_{\ell}(\mathrm{SO}(3))$ of degree $\ell$ is defined as

$$
\operatorname{Harm}_{\ell}(\mathrm{SO}(3))=\operatorname{span}_{k, k^{\prime}=-\ell, \ldots, \ell} D_{\ell}^{k k^{\prime}}
$$

For reasons of analogy we call any function $f \in \Pi_{L}(\mathrm{SO}(3))=\bigoplus_{\ell=0}^{L} \operatorname{Harm}_{\ell}(\mathrm{SO}(3))$ a polynomial on $\mathrm{SO}(3)$ of degree $L \in \mathbb{N}_{0}$ and correspondingly define the truncated index set

$$
J_{L}=\left\{\left(\ell, k, k^{\prime}\right) \in \mathbb{Z}^{3} \mid \ell=0, \ldots, L, k, k^{\prime}=-\ell, \ldots, \ell\right\} .
$$

The dimension of the space of these polynomials is given by

$$
\left|J_{L}\right|=\frac{1}{3}(L+1)(2 L+1)(2 L+3) .
$$

Similar to the spherical case we introduce the Fourier transform in $L^{2}(\mathrm{SO}(3))$.
Definition 2. The continuous Fourier transform on $\mathrm{SO}(3)$ is the operator

$$
\begin{equation*}
\mathcal{F}_{\mathrm{SO}(3)}: \ell^{2}(J) \rightarrow L^{2}(\mathrm{SO}(3)), \quad \hat{f} \mapsto \sum_{\left(\ell, k, k^{\prime}\right) \in J} \sqrt{\frac{2 \ell+1}{8 \pi^{2}}} \hat{f}\left(\ell, k, k^{\prime}\right) D_{\ell}^{k k^{\prime}} . \tag{11}
\end{equation*}
$$

For a finite list of rotations $\mathbf{R}_{m} \in \mathrm{SO}(3), m=0, \ldots, M-1$ and a polynomial $f \in \Pi_{L}(\mathrm{SO}(3))$ of degree $L$ the discrete Fourier transform $\mathbf{F}_{L, \mathbf{R}}: \mathbb{C}^{J_{L}} \rightarrow \mathbb{C}^{M}$ is the operator

$$
\begin{equation*}
\left[\mathbf{F}_{L, \mathbf{R}} \hat{\mathbf{f}}\right]_{m}=\sum_{\left(\ell, k, k^{\prime}\right) \in J_{L}} \sqrt{\frac{2 \ell+1}{8 \pi^{2}}} \hat{f}\left(\ell, k, k^{\prime}\right) D_{\ell}^{k k^{\prime}}\left(\mathbf{R}_{m}\right), \quad m=0, \ldots, M-1 \tag{12}
\end{equation*}
$$

where $\hat{\mathbf{f}} \in \mathbb{C}^{J_{L}}, \hat{\mathbf{f}}_{\ell, k, k^{\prime}}=\hat{f}(\ell, k, k),\left(\ell, k, k^{\prime}\right) \in J_{L}$ denotes the vector of Fourier coefficients of $f$.
By Parseval's theorem the operators $\mathcal{F}_{\mathrm{SO}(3)}, \mathcal{F}_{\mathrm{SO}(3)}^{-1}$ are well defined isometries between $L^{2}(\mathrm{SO}(3))$ and $\ell^{2}(J)$ and we have for any function $f \in L^{2}(\mathrm{SO}(3))$

$$
\mathcal{F}_{\mathrm{SO}(3)}^{-1} f=\hat{f} .
$$

## 3 The Funk Transform on the Rotation Group

### 3.1 Basic properties

Let $\boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2}$ be two unit vectors, let $\mathbf{R}_{0} \in \mathrm{SO}(3)$ be an arbitrary rotation with $\mathbf{R}_{0} \boldsymbol{\xi}=\boldsymbol{\eta}$ and remember that $\mathbf{R}_{\boldsymbol{\eta}, \omega}$ denotes a rotation with rotational axis $\boldsymbol{\eta}$ and angle $\omega \in[0,2 \pi)$. Then the set

$$
C(\boldsymbol{\xi}, \boldsymbol{\eta})=\{\mathbf{R} \in \mathrm{SO}(3) \mid \mathbf{R} \boldsymbol{\xi}=\boldsymbol{\eta}\}=\left\{\mathbf{R}_{\boldsymbol{\eta}, \omega} \mathbf{R}_{0} \mid \omega \in[0,2 \pi)\right\}
$$

of all rotations $\mathbf{R} \in \mathrm{SO}(3)$ that map $\boldsymbol{\xi}$ onto $\boldsymbol{\eta}$ is a geodesics in $\mathrm{SO}(3)$. Furthermore, $C(\boldsymbol{\xi}, \boldsymbol{\eta})=$ $C(-\boldsymbol{\xi},-\boldsymbol{\eta}), \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2}$ is a parametrization of all geodesics in $\mathrm{SO}(3)$, cf. [24].

Definition 3. The Funk transform on the rotation group is the operator

$$
\begin{aligned}
& \mathcal{M}: L^{2}(\mathrm{SO}(3)) \rightarrow L^{2}\left(\mathbb{S}^{2} \times \mathbb{S}^{2}\right), \\
& \mathcal{M} f(\boldsymbol{\xi}, \boldsymbol{\eta})=\frac{1}{2 \pi} \int_{C(\boldsymbol{\xi}, \boldsymbol{\eta})} f(\mathbf{R}) \mathrm{d} \mathbf{R}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(\mathbf{R}_{\boldsymbol{\eta}, \omega} \mathbf{R}_{0}\right) \mathrm{d} \omega
\end{aligned}
$$

that assign to a function $f: \mathrm{SO}(3) \rightarrow \mathbb{R}$ its means along all geodesics.
The operator $\mathcal{M}$ is sometimes also called Radon transform, cf. [9]. For $f$ being a Wigner-D function its Funk transform is known explicitly (cf. [40]).

Lemma 4. The Funk transform of the Wigner-D functions $D_{\ell}^{k k^{\prime}},\left(\ell, k, k^{\prime}\right) \in J$ is given by

$$
\mathcal{M} D_{\ell}^{k k^{\prime}}(\boldsymbol{\xi}, \boldsymbol{\eta})=\frac{4 \pi}{2 \ell+1} \mathcal{Y}_{\ell}^{k^{\prime}}(\boldsymbol{\xi}) \overline{\mathcal{Y}_{\ell}^{k}(\boldsymbol{\eta})}, \quad \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2}
$$

As a consequence the range of the Funk transform can be characterized as a closed subspace of the Sobolev space $\mathcal{H}_{\frac{1}{2}}\left(\mathbb{S}^{2} \times \mathbb{S}^{2}\right)$ of functions

$$
g(\boldsymbol{\xi}, \boldsymbol{\eta})=\sum_{(\ell, k) \in I} \sum_{(\tilde{\ell}, \tilde{k}) \in I} \hat{g}(\ell, k, \tilde{\ell}, \tilde{k}) \mathcal{Y}_{\ell}^{k}(\boldsymbol{\xi}) \mathcal{Y}_{\tilde{\ell}}^{\tilde{k}}(\boldsymbol{\eta})
$$

with Fourier coefficients satisfying

$$
\sum_{(\ell, k) \in I} \sum_{(\tilde{\ell}, \tilde{k}) \in I}\left(1+\ell^{2}+\tilde{\ell}^{2}\right)|\hat{g}(\ell, k, \tilde{\ell}, \tilde{k})|^{2} \leq \infty
$$

More precisely, one can find in [40] the following result.
Theorem 5. The Funk transform $\mathcal{M}: L^{2}(\mathrm{SO}(3)) \rightarrow \mathcal{H}_{1 / 2}\left(\mathbb{S}^{2} \times \mathbb{S}^{2}\right)$ defines an injective, open and bounded operator. Its range is characterized by the ultrahyperbolic partial differential equation

$$
\begin{equation*}
\left(\triangle_{\boldsymbol{\xi}}-\triangle_{\eta}\right) \mathcal{M} f(\boldsymbol{\xi}, \boldsymbol{\eta})=0, \quad \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2} \tag{13}
\end{equation*}
$$

where $\triangle_{\xi}$ and $\triangle_{\eta}$ are the spherical Laplace Beltrami operators with respect to the first and the second variable, respectively.

### 3.2 The restricted Funk transform

Assume $\Omega \subset \mathbb{S}^{2} \times \mathbb{S}^{2}$ to be a three dimensional subset such that the boundary value problem

$$
\left(\triangle_{\boldsymbol{\xi}}-\triangle_{\boldsymbol{\eta}}\right) g(\boldsymbol{\xi}, \boldsymbol{\eta})=0,\left.\quad g\right|_{\Omega}=0
$$

has a unique solution $g$. Then we call $\Omega$ a characteristic set for the partial differential equation (13) and according to Theorem 5 the restriction $\left.\mathcal{M}\right|_{\Omega}$ of the Funk transform to $\Omega$ is invertible.

Characteristic sets for the Funk transform on the rotation group where found recently by Palamodov [27]. Let $C\left(\boldsymbol{\xi}_{0}, \boldsymbol{\eta}_{0}\right) \subset \mathrm{SO}(3), \boldsymbol{\xi}_{0}, \boldsymbol{\eta}_{0} \in \mathbb{S}^{2}$ be a geodesics in $\mathrm{SO}(3)$. Then the subset

$$
\Omega_{\boldsymbol{\xi}_{0}, \boldsymbol{\eta}_{0}}=\left\{(\boldsymbol{\xi}, \boldsymbol{\eta}) \in \mathbb{S}^{2} \times \mathbb{S}^{2} \mid C\left(\boldsymbol{\xi}_{0}, \boldsymbol{\eta}_{0}\right) \cap C(\boldsymbol{\xi}, \boldsymbol{\eta}) \neq \emptyset\right\} \subset \mathbb{S}^{2} \times \mathbb{S}^{2}
$$

which consists of all geodesics intersecting $C\left(\boldsymbol{\xi}_{0}, \boldsymbol{\eta}_{0}\right)$ is a characteristic subset. For the remainder of this paper we restrict ourselves to the set $\Omega_{\mathbf{e}_{3}, \mathrm{e}_{3}}$ as any other set $\Omega_{\xi_{0}, \eta_{0}}$ is just a rotated version of it. More precisely, we have the following lemma.

Lemma 6. Let $\boldsymbol{\xi}_{0}, \boldsymbol{\eta}_{0} \in \mathbb{S}^{2}$. Then

$$
\begin{equation*}
\Omega_{\boldsymbol{\xi}_{0}, \boldsymbol{\eta}_{0}}=\left\{(\boldsymbol{\xi}, \boldsymbol{\eta}) \in \mathbb{S}^{2} \times \mathbb{S}^{2} \mid \boldsymbol{\xi} \cdot \boldsymbol{\xi}_{0}=\boldsymbol{\eta} \cdot \boldsymbol{\eta}_{0}\right\} . \tag{14}
\end{equation*}
$$

Let, furthermore, $\mathbf{L}, \mathbf{R} \in \mathrm{SO}(3)$ such that $\mathbf{L e}_{3}=\boldsymbol{\xi}_{0}$ and $\mathbf{R e}_{3}=\boldsymbol{\eta}_{0}$. Then $(\boldsymbol{\xi}, \boldsymbol{\eta}) \in \Omega_{\mathbf{e}_{3}, \mathbf{e}_{3}}$ if and only if $(\mathbf{L} \boldsymbol{\xi}, \mathbf{R} \boldsymbol{\eta}) \in \Omega_{\xi_{0}, \eta_{0}}$. With the translation operator

$$
T_{\mathbf{L}, \mathbf{R}}: L^{2}(\mathrm{SO}(3)) \rightarrow L^{2}(\mathrm{SO}(3)), \quad T_{\mathbf{L}, \mathbf{R}} f(\mathbf{A})=f\left(\mathbf{L A R}^{-1}\right), \quad \mathbf{A} \in \mathrm{SO}(3)
$$

we have

$$
\mathcal{M} T_{\mathbf{L}, \mathbf{R}} f(\boldsymbol{\xi}, \boldsymbol{\eta})=\mathcal{M} f(\mathbf{R} \boldsymbol{\xi}, \mathbf{L} \boldsymbol{\eta}), \quad(\boldsymbol{\xi}, \boldsymbol{\eta}) \in \Omega_{\mathbf{e}_{3}, \mathrm{e}_{3}}
$$

Proof. Let $\boldsymbol{\xi}_{0}, \boldsymbol{\eta}_{0}, \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2}$. Then the geodesics $C\left(\boldsymbol{\xi}_{0}, \boldsymbol{\eta}_{0}\right)$ and $C(\boldsymbol{\xi}, \boldsymbol{\eta})$ have a common rotation if there is a rotation $\mathbf{R} \in \mathrm{SO}(3)$ with $\boldsymbol{R} \boldsymbol{\xi}_{0}=\boldsymbol{\eta}_{0}$ and $\boldsymbol{R} \boldsymbol{\xi}=\boldsymbol{\eta}$, i.e., if and only if $\boldsymbol{\xi}_{0} \cdot \boldsymbol{\xi}=\boldsymbol{\eta}_{0} \cdot \boldsymbol{\eta}$. This proves (14).

As for the action of the translation operator $T_{\mathbf{L}, \mathbf{R}}$, simple calculations yield

$$
\mathcal{M} T_{\mathbf{L}, \mathbf{R}} f(\boldsymbol{\xi}, \boldsymbol{\eta})=\frac{1}{2 \pi} \int_{\mathbf{A} \boldsymbol{\xi}=\boldsymbol{\eta}} f\left(\mathbf{L} \mathbf{A R}{ }^{-1}\right) \mathrm{d} \mathbf{A}=\frac{1}{2 \pi} \int_{\tilde{\mathbf{A}} \boldsymbol{R} \boldsymbol{\xi}=\mathbf{L} \boldsymbol{\eta}} f(\tilde{\mathbf{A}}) \mathrm{d} \tilde{\mathbf{A}}=\mathcal{M} f(\mathbf{R} \boldsymbol{\xi}, \mathbf{L} \boldsymbol{\eta})
$$

The characteristic subset $\Omega_{\mathbf{e}_{3}, \mathrm{e}_{3}}$ is a differentiable submanifold of $\mathbb{S}^{2} \times \mathbb{S}^{2}$ except for the singular point $\left(\mathbf{e}_{3}, \mathbf{e}_{3}\right)$. The induced measure with respect to the polar coordinates $\left(\theta, \rho, \rho^{\prime}\right) \mapsto$ $\left(\mathbf{u}_{\theta, \rho}, \mathbf{u}_{\theta, \rho^{\prime}}\right) \in \Omega_{\mathbf{e}_{3}, \mathbf{e}_{3}}$, cf. (2), is given by

$$
\int_{\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}} f(\boldsymbol{\xi}, \boldsymbol{\eta}) \mathrm{d}(\boldsymbol{\xi}, \boldsymbol{\eta})=\int_{0}^{\pi} \int_{0}^{2 \pi} \int_{0}^{2 \pi} f\left(\mathbf{u}_{\theta, \rho}, \mathbf{u}_{\theta, \rho^{\prime}}\right) \sin ^{2} \theta \mathrm{~d} \rho \mathrm{~d} \rho^{\prime} \mathrm{d} \theta
$$

and allows us to introduce the space $L^{2}\left(\Omega_{\mathbf{e}_{3}, \mathrm{e}_{3}}\right)$ of square integrable functions on this specific domain. Unfortunately, the restricted Funk transform is unbounded in the $L^{2}$ setting.

Theorem 7. The restriction of the Funk transform on the rotation group to $\Omega_{\mathbf{e}_{3}, \mathbf{e}_{3}}$,

$$
\left.\mathcal{M}\right|_{\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}}: L^{2}(\mathrm{SO}(3)) \rightarrow L^{2}\left(\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}\right)
$$

is an unbounded operator, while being bounded as the operator

$$
\left.\mathcal{M}\right|_{\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}}: C(\mathrm{SO}(3)) \rightarrow C\left(\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}\right)
$$

Proof. For $n>0$ we consider the function

$$
f(\mathbf{R})=F\left(\mathbf{R e}_{3} \cdot \mathbf{e}_{3}\right)=\left(1-\mathbf{R} \mathbf{e}_{3} \cdot \mathbf{e}_{3}\right)^{\frac{1}{n}-\frac{1}{2}}
$$

Using the Euler angle parameterization $\mathbf{R}=\mathbf{R}_{\mathbf{e}_{3}, \phi_{1}} \mathbf{R}_{\mathbf{e}_{2}, \Phi} \mathbf{R}_{\mathbf{e}_{3}, \phi_{2}}$ we obtain for the $L^{2}$-norm

$$
\begin{align*}
\int_{\mathrm{SO}(3)} f(\mathbf{R})^{2} \mathrm{~d} \mathbf{R} & =\int_{0}^{2 \pi} \int_{0}^{\pi} \int_{0}^{2 \pi} F\left(\mathbf{R}_{\mathbf{e}_{3}, \phi_{1}} \mathbf{R}_{\mathbf{e}_{2}, \Phi} \mathbf{R}_{\mathbf{e}_{3}, \phi_{2}} \mathbf{e}_{3} \cdot \mathbf{e}_{3}\right)^{2} \sin \Phi \mathrm{~d} \phi_{1} \mathrm{~d} \Phi \mathrm{~d} \phi_{2} \\
& =4 \pi^{2} \int_{0}^{\pi}(1-\cos \Phi)^{\frac{2}{n}-1} \sin \Phi \mathrm{~d} \Phi=2^{1+\frac{2}{n}} \pi^{2} n \tag{15}
\end{align*}
$$

For $(\boldsymbol{\xi}, \boldsymbol{\eta}) \in \Omega_{\mathbf{e}_{3}, \mathbf{e}_{3}}$ and $\boldsymbol{\xi} \cdot \mathbf{e}_{3}=\boldsymbol{\eta} \cdot \mathbf{e}_{3}=\cos \theta$ the Funk transform of $f$ computes to

$$
\mathcal{M} f(\boldsymbol{\xi}, \boldsymbol{\eta})=\frac{1}{2 \pi} \int_{0}^{2 \pi} F\left(\cos ^{2} \theta+\sin ^{2} \theta \cos \omega\right) \mathrm{d} \omega
$$

Substituting $t=\cos ^{2} \theta+\sin ^{2} \theta \cos \omega$ and observing that

$$
\sin ^{2} \omega=1-\left(\frac{t-\cos ^{2} \theta}{\sin ^{2} \theta}\right)^{2}=\frac{(1-t)(t-\cos 2 \theta)}{\sin ^{4} \theta}
$$

and

$$
\mathrm{d} t=-\sin ^{2} \theta \sin \omega \mathrm{~d} \omega=-\sqrt{(1-t)(t-\cos 2 \theta)} \mathrm{d} \omega
$$

we obtain

$$
\mathcal{M} f(\boldsymbol{\xi}, \boldsymbol{\eta})=\int_{\cos 2 \theta}^{1} \frac{(1-t)^{\frac{1}{n}-\frac{1}{2}}}{\sqrt{1-t} \sqrt{t-\cos 2 \theta}} \mathrm{~d} t \geq \frac{1}{2} \int_{\cos 2 \theta}^{1}(1-t)^{\frac{1}{n}-1} \mathrm{~d} t=(1-\cos 2 \theta)^{\frac{1}{n}} n
$$

Consequently,

$$
\begin{equation*}
\int_{\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}}|\mathcal{M} f(\boldsymbol{\xi}, \boldsymbol{\eta})|^{2} \mathrm{~d}(\boldsymbol{\xi}, \boldsymbol{\eta})=4 \pi^{2} n^{2} \int_{0}^{\pi}(1-\cos 2 \theta)^{\frac{2}{n}} \sin ^{2} \theta \mathrm{~d} \theta \geq C n^{2} \tag{16}
\end{equation*}
$$

By comparing (15) and (16) for $n \rightarrow \infty$ we conclude that the restricted Funk transform is unbounded.

The fact that the restricted Funk transform is bounded with respect to maximum norm follows from the estimate

$$
|\mathcal{M} f(\boldsymbol{\xi}, \boldsymbol{\eta})| \leq \frac{1}{2 \pi} \int_{C(\boldsymbol{\xi}, \boldsymbol{\eta})}|f(\mathbf{R})| \mathrm{d} \mathbf{R} \leq \max _{\mathbf{R} \in \operatorname{SO}(3)}|f(\mathbf{R})|, \quad \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2}
$$

For the unrestricted Funk transform a Fourier slice theorem based on Lemma 4 is known (cf. [11]) and is effectively used for its inversion. Our next goal is to derive a similar result for the restricted Funk transform $\left.\mathcal{M}\right|_{\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}}$. The corner stone for our approach is the fact that the
product of two spherical polynomials of degree $L$ is again a spherical polynomial of degree $2 L$. The Fourier coefficients of the product are related to the Fourier coefficients of the factors by the so called connection coefficients or Clebsch - Gordan coefficients $\left\langle j_{1} m_{1} j_{2} m_{2} \mid J M\right\rangle$ (cf. [39]). More precisely, we have

$$
\begin{equation*}
Y_{\ell}^{k}(\boldsymbol{\xi}) Y_{\ell}^{k^{\prime}}(\boldsymbol{\xi})=\frac{2 \ell+1}{\sqrt{4 \pi}} \sum_{\lambda=\left\lceil\frac{\left|k+k^{\prime}\right|}{2}\right\rceil}^{\ell} \frac{1}{\sqrt{4 \lambda+1}}\langle\ell 0 \ell 0 \mid 2 \lambda 0\rangle\left\langle\ell k \ell k^{\prime} \mid 2 \lambda k+k^{\prime}\right\rangle Y_{2 \lambda}^{k+k^{\prime}}(\boldsymbol{\xi}), \tag{17}
\end{equation*}
$$

where $\lceil x\rceil$ denotes the smallest integer that is larger or equal to $x$. With

$$
\mathcal{Y}_{\ell}^{k}\left(\mathbf{u}_{\theta, \rho}\right)=\sqrt{\frac{2 \ell+1}{4 \pi}} \mathrm{e}^{\mathrm{i} k \rho} P_{\ell}^{|k|}(\cos \theta) \text { and } C_{\ell k k^{\prime}}^{\lambda}=\langle\ell 0 \ell 0 \mid \lambda 0\rangle\left\langle\ell k \ell k^{\prime} \mid \lambda k+k^{\prime}\right\rangle
$$

the above equality can be restated for products of associated Legendre functions as

$$
\begin{aligned}
P_{\ell}^{|k|}(\cos \theta) P_{\ell}^{\left|k^{\prime}\right|}(\cos \theta) & =\sum_{\lambda=\left\lceil\frac{\left|k+k^{\prime}\right|}{2}\right\rceil}^{\ell}\langle\ell 0 \ell 0 \mid 2 \lambda 0\rangle\left\langle\ell k \ell k^{\prime} \mid 2 \lambda k+k^{\prime}\right\rangle P_{2 \lambda}^{\left|k+k^{\prime}\right|}(\cos \theta) \\
& =\sum_{\lambda=\left\lceil\frac{\left|k+k^{\prime}\right|}{2}\right\rceil}^{\ell} C_{\ell k k^{\prime}}^{2 \lambda} P_{2 \lambda}^{\left|k+k^{\prime}\right|}(\cos \theta)
\end{aligned}
$$

and, hence, we have for arbitrary vectors $\mathbf{u}_{\theta, \rho}, \mathbf{u}_{\theta, \rho^{\prime}} \in \mathbb{S}^{2}$ with the same distance $\theta \in[0, \pi]$ to $\mathbf{e}_{3}$ the expansion

$$
\begin{equation*}
Y_{\ell}^{k^{\prime}}\left(\mathbf{u}_{\theta, \rho}\right) \overline{Y_{\ell}^{k}\left(\mathbf{u}_{\theta, \rho^{\prime}}\right)}=\frac{2 \ell+1}{4 \pi} \sum_{\lambda=\left\lceil\frac{\left|k+k^{\prime}\right|}{2}\right\rceil}^{\ell} C_{\ell k k^{\prime}}^{2 \lambda} P_{2 \lambda}^{\left|k+k^{\prime}\right|}(\cos \theta) \mathrm{e}^{\mathrm{i}\left({ }^{\prime} k \rho-k \rho^{\prime}\right)} . \tag{18}
\end{equation*}
$$

Let $f \in L^{2}(\mathrm{SO}(3))$ with Fourier coefficients $\hat{f}\left(\ell, k, k^{\prime}\right),\left(\ell, k, k^{\prime}\right) \in J$, cf. (10). According to Lemma 4 its Funk transforms $\mathcal{M} f\left(\mathbf{u}_{\theta, \rho}, \mathbf{u}_{\theta, \rho^{\prime}}\right)$ can be written as a series of products of spherical harmonics. Applying the polynomial transform (18) we obtain

$$
\begin{align*}
\mathcal{M} f\left(\mathbf{u}_{\theta, \rho}, \mathbf{u}_{\theta, \rho^{\prime}}\right) & =\sum_{\left(\ell, k, k^{\prime}\right) \in J} \sqrt{\frac{2}{2 \ell+1}} \hat{f}\left(\ell, k, k^{\prime}\right) Y_{\ell}^{k^{\prime}}\left(\mathbf{u}_{\theta, \rho}\right) \overline{Y_{\ell}^{k}\left(\mathbf{u}_{\theta, \rho^{\prime}}\right)} \\
& =\sum_{\left(\ell, k, k^{\prime}\right) \in J} \sqrt{\frac{2 \ell+1}{8 \pi^{2}}} \sum_{\lambda=\left\lceil\frac{\left|k+k^{\prime}\right|}{2}\right\rceil}^{\ell} \hat{f}\left(\ell, k, k^{\prime}\right) C_{\ell k k^{\prime}}^{2 \lambda} P_{2 \lambda}^{\left|k+k^{\prime}\right|}(\cos \theta) \mathrm{e}^{\mathrm{i}\left(k^{\prime} \rho-k \rho^{\prime}\right)} . \tag{19}
\end{align*}
$$

The idea is to interchange the sums in (19). To this end we define the index set

$$
\tilde{J}=\left\{\left(2 \lambda, k, k^{\prime}\right) \in 2 \mathbb{N}_{0} \times \mathbb{Z} \times \mathbb{Z}| | k+k^{\prime} \mid \leq 2 \lambda\right\}
$$

and the following operators which eventually will give the decomposition of the restricted Funk transform.

1. An unbounded block diagonal operator $\mathcal{C}: \ell^{2}(J) \rightarrow \ell^{2}(\tilde{J})$,

$$
\mathcal{C} \hat{f}\left(2 \lambda, k, k^{\prime}\right)=\sum_{\ell=\lambda}^{L} \frac{\sqrt{2 \ell+1}}{\sqrt{4 \lambda+1}} C_{\ell k k^{\prime}}^{2 \lambda} \hat{f}\left(\ell, k, k^{\prime}\right), \quad\left(2 \lambda, k, k^{\prime}\right) \in \tilde{J},
$$

with domain of definition $D(\mathcal{C})=\left\{\hat{f} \in \ell^{2}(J) \mid \mathcal{C} \hat{f} \in \ell^{2}(\tilde{J})\right\}$.
2. A rotation operator in Fourier space $\mathcal{P}: \ell^{2}(\tilde{J}) \rightarrow \ell^{2}(I \times \mathbb{Z})$,

$$
\mathcal{P} \hat{h}\left(\lambda, k_{+}, k_{-}\right)=\left\{\begin{array}{ll}
\hat{h}\left(\lambda, \frac{k_{+}+k_{-}}{2}, \frac{k_{+}-k_{-}}{2}\right), & \left(\lambda, \frac{k_{+}+k_{-}}{2}, \frac{k_{+}-k_{-}}{2}\right) \in \tilde{J}  \tag{20}\\
0, & \text { otherwise }
\end{array}, \quad\left(\lambda, k_{+}\right) \in I, k_{-} \in \mathbb{Z},\right.
$$

3. The tensor product Fourier transform $\mathcal{F}_{\mathbb{S}^{2}} \hat{\otimes} \mathcal{F}_{\mathbb{S}^{1}}: \ell^{2}(I \times \mathbb{Z}) \rightarrow L^{2}\left(\mathbb{S}^{2} \times \mathbb{S}^{1}\right)$,

$$
\mathcal{F}_{\mathbb{S}^{1}} \hat{\otimes} \mathcal{F}_{\mathbb{S}^{2}} \hat{g}\left(\boldsymbol{\xi}, \mathbf{u}_{\rho}\right)=\frac{1}{\sqrt{2 \pi}} \sum_{\left(\lambda, k_{+}\right) \in I} \sum_{k_{-} \in \mathbb{Z}} \hat{g}\left(\lambda, k_{+}, k_{-}\right) \mathcal{Y}_{\lambda}^{k_{+}}(\boldsymbol{\xi}) \mathrm{e}^{\mathrm{i} k_{-} \rho},
$$

where we have used the abbreviation $\mathbf{u}_{\rho}=(\cos \rho, \sin \rho)^{T}$ to denote vectors $\mathbf{u}_{\rho} \in \mathbb{S}^{1}$.
Theorem 8. Let $f \in L^{2}(\mathrm{SO}(3))$ such that its Fourier coefficients $\hat{f} \in \ell_{1}(J)$ are absolutely summable. Then for a point $\left(\mathbf{u}_{\theta, \rho}, \mathbf{u}_{\theta, \rho^{\prime}}\right) \in \Omega_{\mathbf{e}_{3}, \mathrm{e}_{3}}$ of the characteristic subset and a corresponding vector $\left(\mathbf{u}_{\theta, \frac{\rho+\rho^{\prime}}{2}}, \mathbf{u}_{\frac{\rho-\rho^{\prime}}{2}}\right) \in \mathbb{S}^{2} \times \mathbb{S}^{1}$ the restriction $\left.\mathcal{M}\right|_{\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}}$ of the Funk transform to the characteristic set $\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}$ allows for the decomposition

$$
\begin{equation*}
\mathcal{M} f\left(\mathbf{u}_{\theta, \rho}, \mathbf{u}_{\theta, \rho^{\prime}}\right)=\left(\mathcal{F}_{\mathbb{S}^{2}} \hat{\otimes} \mathcal{F}_{\mathbb{S}^{1}} \mathcal{P C} \mathcal{F}_{\mathrm{SO}(3)}^{-1} f\right)\left(\mathbf{u}_{\theta, \frac{\rho+\rho^{\prime}}{2}}, \mathbf{u}_{\frac{\rho-\rho^{\prime}}{2}}\right) \tag{21}
\end{equation*}
$$

Proof. Since we assumed the Fourier coefficients of $f$ to be absolutely summable. The Fourier series of its Funk transform is absolutely convergent and we have by (19),

$$
\mathcal{M} f\left(\mathbf{u}_{\theta, \rho}, \mathbf{u}_{\theta, \rho^{\prime}}\right)=\sum_{\left(\ell, k, k^{\prime}\right) \in J} \sqrt{\frac{2 \ell+1}{8 \pi^{2}}} \sum_{\lambda=\left\lceil\frac{\left|k+k^{\prime}\right|}{2}\right\rceil}^{\ell} \hat{f}\left(\ell, k, k^{\prime}\right) C_{\ell k k^{\prime}}^{2 \lambda} 2 \lambda_{\left|k+k^{\prime}\right|}(\cos \theta) \mathrm{e}^{\mathrm{i}\left(k^{\prime} \rho-k \rho^{\prime}\right)} .
$$

Substituting

$$
\rho_{+}=\frac{1}{2}\left(\rho+\rho^{\prime}\right), \quad \rho_{-}=\frac{1}{2}\left(\rho-\rho^{\prime}\right),
$$

we define a function $g: \mathbb{S}^{2} \times \mathbb{S}^{1} \rightarrow \mathbb{C}$ by

$$
\begin{aligned}
g\left(\mathbf{u}_{\theta, \rho_{-}}, \mathbf{u}_{\rho_{+}}\right) & =\mathcal{M} f\left(\mathbf{u}_{\theta, \rho_{+}-\rho_{-}}, \mathbf{u}_{\theta, \rho_{+}+\rho_{-}}\right) \\
& =\sum_{\left(\ell, k, k^{\prime}\right) \in J} \sqrt{\frac{2 \ell+1}{8 \pi^{2}}} \hat{f}\left(\ell, k, k^{\prime}\right) \sum_{\lambda=\left\lceil\frac{\left|k+k^{\prime}\right|}{2}\right\rceil}^{\ell} C_{\ell k k^{\prime}}^{2 \lambda} P_{2 \lambda}^{\left|k+k^{\prime}\right|}(\cos \theta) \mathrm{e}^{\mathrm{i}\left(k+k^{\prime}\right) \rho_{-}} \mathrm{e}^{\mathrm{i}\left(k^{\prime}-k\right) \rho_{+}} \\
& =\sum_{\left(\ell, k, k^{\prime}\right) \in J} \hat{f}\left(\ell, k, k^{\prime}\right) \sum_{\lambda=\left\lceil\frac{\left|k+k^{\prime}\right|}{2}\right\rceil}^{\ell} \sqrt{\frac{2 \ell+1}{4 \lambda+1}} C_{\ell k k^{\prime}}^{2 \lambda} \mathcal{Y}_{2 \lambda}^{k+k^{\prime}}\left(\mathbf{u}_{\theta, \rho_{-}}\right) \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{\mathrm{i}\left(k^{\prime}-k\right) \rho_{+}} .
\end{aligned}
$$

Since $g$ is bounded and periodic with respect to $\rho_{+}$and $\rho_{-}$it permits for a series expansion with respect to spherical harmonics and exponentials

$$
g\left(\mathbf{u}_{\theta, \rho_{-}}, \mathbf{u}_{\rho_{+}}\right)=\sum_{\left(\tau, k_{+}\right) \in I} \sum_{k_{-} \in \mathbb{Z}} \hat{g}\left(\tau, k_{+}, k_{-}\right) \mathcal{Y}_{\tau}^{k_{+}}\left(\mathbf{u}_{\theta, \rho_{-}}\right) \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{i k_{-} \rho_{+}}
$$

with Fourier coefficients $\hat{g}\left(\tau, k_{+}, k_{-}\right) \in \ell^{2}(I \times \mathbb{Z})$ given by

$$
\hat{g}\left(\tau, k_{+}, k_{-}\right)=\int_{0}^{2 \pi} \int_{0}^{2 \pi} \int_{0}^{\pi} g\left(\mathbf{u}_{\theta, \rho_{-}}, \mathbf{u}_{\rho_{+}}\right) \overline{\mathcal{Y}_{\tau}^{k_{+}}\left(\mathbf{u}_{\theta, \rho_{-}}\right)} \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-i k_{-} \rho_{+}} \sin \theta \mathrm{d} \rho \mathrm{~d} \rho^{\prime} \mathrm{d} \theta
$$

Plugging in the definition of $g$ and making use of the orthogonality relations of the exponentials and the spherical harmonics we observe that all integrals vanish except for those with $k_{+}=k+k^{\prime}$, $k_{-}=k^{\prime}-k$ and $\tau=2 \lambda$ and we have

$$
\hat{g}\left(\tau, k_{+}, k_{-}\right)= \begin{cases}\sum_{\ell=\tau / 2}^{\infty} \sqrt{\frac{2 \ell+1}{2 \tau+1}} \hat{f}\left(\ell, k, k^{\prime}\right) C_{\ell k k^{\prime}}^{\tau} & \tau \in 2 \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

Decomposing this relation into

$$
\hat{h}\left(2 \lambda, k, k^{\prime}\right)=\sum_{\ell=\lambda}^{\infty} \sqrt{\frac{2 \ell+1}{4 \lambda+1}} \hat{f}\left(\ell, k, k^{\prime}\right) C_{\ell k k^{\prime}}^{2 \lambda}, \quad\left(2 \lambda, k, k^{\prime}\right) \in \tilde{J}
$$

and

$$
\hat{g}\left(\tau, k_{+}, k_{-}\right)= \begin{cases}\hat{h}\left(\tau, \frac{k_{+}+k_{-}}{2}, \frac{k_{+}-k_{-}}{2}\right) & \tau \in 2 \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

we finally obtain $\hat{f}=\mathcal{F}_{\mathrm{SO}(3)}^{-1} f, \hat{h}=\mathcal{C} \hat{f}, \hat{g}=\mathcal{P} \hat{h}$ and $g=\mathcal{F}_{\mathbb{S}^{2}} \hat{\otimes} \mathcal{F}_{\mathbb{S}^{1}} \hat{g}$.

### 3.3 The forward problem

In this section we are going to give a discrete version of Theorem 8 and utilize it for a fast algorithm for the forward problem. To this end we restrict ourselves to sampling sets $\mathbf{u}_{\rho_{m}, \theta_{n}}, \mathbf{u}_{\rho_{m^{\prime}}, \theta_{n}} \in$ $\mathbb{S}^{2}$ with equispaced angles $\rho_{m}=\frac{2 \pi m}{M}, \rho_{m^{\prime}}=\frac{2 \pi m^{\prime}}{M}, m, m^{\prime}=0, \ldots, M-1$, since this ensures that the set of all sums $\rho_{+}=\frac{\rho_{m}+\rho_{m^{\prime}}}{2}$ and difference angles $\rho_{-}=\frac{\rho_{m}-\rho_{m^{\prime}}}{2}$ modulo $2 \pi$ has the cardinality $2 M-1$.

We start by defining bandlimited analogues to the continuous operators $\mathcal{C}$ and $\mathcal{P}$. Let $\hat{\mathbf{f}} \in \mathbb{C}^{J_{L}}$ be the vector of Fourier coefficients of a polynomial $f \in \Pi_{L}(\mathrm{SO}(3))$ and

$$
\tilde{J}_{L}=\left\{\left(2 \lambda, k, k^{\prime}\right) \in 2 \mathbb{N}_{0} \times \mathbb{Z} \times \mathbb{Z}| | k\left|,\left|k^{\prime}\right| \leq L \text { and }\right| k+k^{\prime} \mid \leq 2 \lambda \leq 2 L\right\}
$$

the restriction of the index set $\tilde{J}$ to bandlimited function. Then we define the matrix $\mathbf{C}_{L} \in$ $\mathbb{C}^{\tilde{J}_{L} \times J_{L}}$ as the restriction of the operator $\mathcal{C}$ to $\mathbb{C}^{J_{L}}$, i.e., by

$$
\hat{\mathbf{h}}=\mathbf{C}_{L} \hat{\mathbf{f}}, \quad \hat{\mathbf{h}}_{2 \lambda, k, k^{\prime}}=\sum_{\ell=\lambda}^{L} \frac{\sqrt{2 \ell+1}}{\sqrt{4 \lambda+1}} C_{\ell k k^{\prime}}^{2 \lambda} \hat{\mathbf{f}}_{\ell, k, k^{\prime}}, \quad\left(2 \lambda, k, k^{\prime}\right) \in \tilde{J}_{L} .
$$

Since, the matrix $\mathbf{C}_{L}$ is blockdiagonal with upper triangle blocks and non zero diagonal elements the matrix $\mathbf{C}_{L}$ is invertible. Its inverse $\mathbf{C}_{L}^{-1}$ is given by $\hat{\mathbf{f}}=\mathbf{C}_{L}^{-1} \hat{\mathbf{h}}$,

$$
\begin{equation*}
\hat{\mathbf{f}}_{\ell, k, k^{\prime}}=\left(C_{\ell, k, k^{\prime}}^{2 \ell}\right)^{-1}\left(\frac{\sqrt{4 \ell+1}}{\sqrt{2 \ell+1}} \hat{\mathbf{h}}_{2 \ell, k, k^{\prime}}-\sum_{\tau=\ell+1}^{L} \frac{\sqrt{2 \tau+1}}{\sqrt{4 \ell+1}} C_{\tau, k, k^{\prime}}^{2 \ell} \hat{\mathbf{f}}_{\tau, k, k^{\prime}}\right), \quad\left(\ell, k, k^{\prime}\right) \in J_{L} \tag{22}
\end{equation*}
$$

Furthermore, we define the rotation matrix $\mathbf{P}_{M} \in \mathbb{C}^{(2 M-1)^{2} \times M^{2}}$ by $\tilde{\mathbf{g}}=\mathbf{P g}$,

$$
\tilde{\mathbf{g}}_{m_{+}, m_{-}}=\left\{\begin{array}{ll}
\mathbf{g}_{\underline{m}_{+}+m_{-}}^{2}, \frac{m_{+}-m_{-}}{2}, & \text { if } m_{+}+m_{-} \text {is even } \\
0, & \text { if } m_{+}+m_{-} \text {is odd }
\end{array},\right.
$$

$m_{+}=0, \ldots, 2 M-1, m_{-}=1-M, \ldots, M-1$, and for $\lambda=0, \ldots, L$ the rotation matrices $\mathbf{P}_{L, \lambda} \in \mathbb{C}^{(2 L-1)(2 \lambda+1) \times(2 L-1)^{2}}$ by $\hat{\mathrm{g}}_{\lambda}=\mathbf{P}_{L, \lambda} \hat{\mathbf{h}}_{\lambda}$,

$$
\hat{\mathbf{g}}_{\lambda, k_{+}, k_{-}}= \begin{cases}\hat{\mathbf{h}}_{\lambda, \frac{k_{+}+k_{-}}{2}, \frac{k_{+}-k_{-}}{2},} \text { if } k_{+}+k_{-} \text {is even },  \tag{23}\\ 0, & \text { if } k_{+}+k_{-} \text {is odd }\end{cases}
$$

where $k_{+}=-\lambda, \ldots, \lambda$ and $k_{-}=-L, \ldots, L$. With these definitions we have the following discrete decomposition result.

Theorem 9. Let $f \in \Pi_{L}(\mathrm{SO}(3))$ be a polynomial of degree $L \in \mathbb{N}$ with Fourier coefficients $\hat{\mathbf{f}} \in \mathbb{C}^{J_{L}}$ and let $\left(\mathbf{u}_{\rho_{m}, \theta_{n}}, \mathbf{u}_{\rho_{m^{\prime}}, \theta_{n}}\right), \rho_{m}=\frac{2 \pi m}{M}, \theta_{n}=\frac{\pi n}{N}, m, m^{\prime}=0, \ldots, M-1, n=0, \ldots, N$, be a regular sampling set for the characteristic manifold $\Omega_{\mathbf{e}_{3}, \mathrm{e}_{3}}$. Then the evaluation $\mathbf{g} \in \mathbb{C}^{M \times M \times N}$ of the Funk transform $\mathbf{g}_{n, m, m^{\prime}}=\mathcal{M} f\left(\mathbf{u}_{\rho_{m}, \theta_{n}}, \mathbf{u}_{\rho_{m^{\prime}}, \theta_{n}}\right)$ at this sampling set can be factorized as

$$
\mathbf{g}=\left(\mathbf{I}_{N} \otimes \mathbf{P}_{M}\right)^{H}\left(\mathbf{F}_{\mathbb{S}^{2}, 2 L} \otimes \mathbf{F}_{\mathbb{S}^{1}, 2 L}\right) \bigoplus_{\lambda=0}^{2 L} \mathbf{P}_{L, \lambda} \mathbf{C}_{L} \hat{\mathbf{f}},
$$

where $\mathbf{F}_{\mathbb{S}^{2}, 2 L}^{H}$ is the discrete spherical Fourier transform at nodes $\mathbf{u}_{\rho_{m}, \theta_{n}}, m=0, \ldots, M-1$, $n=0, \ldots, N$.

In particular, the factorization allows for an implementation as shown in Algorithm 1 which has for $\mathcal{O}(M)=\mathcal{O}(N)=\mathcal{O}(L)$ the numerical complexity $\mathcal{O}\left(L^{4}\right)$.

Proof. The validity of the decomposition follows directly from the proof of Theorem 8. For the numerical complexity we note that direct evaluation of the matrix vector product $\mathbf{C}_{L} \hat{\mathbf{f}}$ involves $\mathcal{O}\left(L^{4}\right)$ operations. The multiplication with the permutation matrices $\mathbf{P}_{L, \lambda}, \lambda=1, \ldots, L, \lambda$, has the numerical complexity $\mathcal{O}\left(L^{3}\right)$. For the Fourier transforms on $\mathbb{S}^{1}$ we have to compute $\left|I_{L}\right|$ times an FFT which gives the numerical complexity $\mathcal{O}\left(L^{3} \ln (L)\right)$ where we have assumed that $\mathcal{O}(M)=\mathcal{O}(L)$. For the spherical Fourier transform we utilize the nonequispaced fast spherical Fourier transform (NFSFT) as described in [16] and implemented in [17]. The corresponding numerical complexity is $\mathcal{O}\left(L^{3} \ln ^{2}(L)\right)$ given that $\mathcal{O}(M)=\mathcal{O}(N)=\mathcal{O}(L)$. The final permutation has the numerical complexity $\mathcal{O}\left(N M^{2}\right)$.

The numerical complexity $\mathcal{O}\left(L^{4}\right)$ of Algorithm 1 compares favorable to the numerical complexity $\mathcal{O}\left(L^{6}\right)$ of a direct implementation.

```
Algorithm 1: Fast Funk transform
    input : \(\rho_{m}=\frac{2 \pi m}{M}, m=0, \ldots, M-1\)
        \(\rho_{m^{\prime}}=\frac{2 \pi m^{\prime}}{M}, m=0, \ldots, M-1\)
        \(\theta_{n}=\frac{\pi n}{N}, n=0, \ldots, N\)
        \(\hat{f}\left(\ell, k, k^{\prime}\right), \ell=0, \ldots, L, k, k^{\prime}=-\ell, \ldots, \ell\)
    output: \(g\left(n, m, m^{\prime}\right)=\mathcal{M} f\left(\mathbf{u}_{\rho_{m}, \theta_{n}}, \mathbf{u}_{\rho_{m^{\prime}}, \theta_{n}}\right)\)
Step 1: polynomial transform - complexity \(\mathcal{O}\left(L^{4}\right)\)
for \(\lambda=0\) to \(L\) do for \(k, k^{\prime}=-L\) to \(L\) do
\[
\hat{h}\left(\lambda, k, k^{\prime}\right) \leftarrow \sum_{\ell=\lambda}^{L} \frac{\sqrt{2 \ell+1}}{\sqrt{4 \lambda+1}} C_{\ell k k^{\prime}}^{2 \lambda} \hat{f}\left(\ell, k, k^{\prime}\right)
\]
end
Step 2: rotation of the Fourier coefficients - complexity \(\mathcal{O}\left(L^{3}\right)\)
for \(\lambda=0\) to \(L\) do
for \(k_{+}=-2 \lambda\) to \(2 \lambda\) do for \(k_{-}=-2 L+\left|k_{+}\right|\)to \(2 L-\left|k_{+}\right|\)do \(\hat{g}\left(2 \lambda, k_{+}, k_{-}\right) \leftarrow \hat{h}\left(\lambda, \frac{k_{+}-k_{-}}{2}, \frac{k_{+}+k_{-}}{2}\right)\)
end
end
Step 3: FFTs with respect to \(k_{-}\)- complexity \(\mathcal{O}\left(L^{2}(M+L \log L)\right)\)
for \(\lambda=0\) to \(L\) do for \(k_{+}=-2 \lambda\) to \(2 \lambda\) do
for \(m_{+}=0\) to \(2 M-2\) do
\[
\hat{\tilde{g}}\left(2 \lambda, k_{+}, m_{+}\right) \leftarrow \frac{1}{\sqrt{2 \pi}} \sum_{k_{-}=-2 L}^{2 L} \hat{g}\left(2 \lambda, k_{+}, k_{-}\right) \mathrm{e}^{2 \pi \mathrm{i} \frac{k_{-} m_{+}}{2 M}}
\]
end
end
Step 4: NFSFTs with respect to \(\left(\lambda, k_{+}\right)\)- complexity \(\mathcal{O}\left(M\left(M N+L^{2} \log ^{2} L\right)\right)\)
for \(m_{+}=0\) to \(2 M-2\) do
for \(n=0\) to \(N\) do for \(m_{-}=1-M\) to \(M-1\) do
\(\tilde{g}\left(n, m_{-}, m_{+}\right) \leftarrow \sum_{\left(\lambda, k_{+}\right) \in I_{2 L}} \hat{\tilde{g}}\left(\lambda, k_{+}, m_{+}\right) \mathcal{Y}_{\lambda}^{k_{+}}\left(\mathbf{u}_{\left.\theta_{n}, \frac{2 \pi m_{-}}{2 M}\right)}\right.\)
end
end
Step 5: rotation of the function values - complexity \(\mathcal{O}\left(M^{2} N\right)\)
for \(n=0\) to \(N\) do for \(m, m^{\prime}=0\) to \(M-1\) do
\(g\left(n, m, m^{\prime}\right) \leftarrow \tilde{g}\left(n, m+m^{\prime}, m-m^{\prime}\right)\)
end
```

Numerical Experiments. Next we want to perform some numerical experiments to illustrate the performance of Algorithm 1 with respect to accuracy. All test have been run on an Intel ${ }^{\mathrm{TM}}$ I7970 computer with 24 GB main memory, SuSe-Linux ( 64 bit ), using double precision arithmetic. The algorithms were implemented in MATLAB using the MEX (MATLAB to C) interface of the NFFT 3.0.2, cf. [15, 17], libraries together with the FFTW 3.3.3, cf. [8]. Whenever involved we used the NFFT with oversampling factor $\rho=2$, precomputed Kaiser-Bessel functions and NFFTintern cut-off parameter $m=10$. A critical part of the presented algorithm is the computation of the Wigner- 3 j symbols which are needed for the Clebsch Gordon coefficients. In our experiments we used the MATLAB toolbox SHTOOLS [44] which implements two algorithms described in $[21,36]$ for the computation of the Wigner-3j symbols. It should be noted that the Wigner-3j symbols are not computed exactly up to machine precision, but contain errors up to $10^{-4}$. With the following test we try to illustrate the impact of these errors to the accuracy of our forward algorithm.

For our tests we start with a polynomial of degree $L$ given by its Fourier expansion

$$
f(\mathbf{R})=\sum_{\left(\ell, k, k^{\prime}\right) \in J_{L}} \hat{f}\left(\ell, k, k^{\prime}\right) \sqrt{2 \ell+1} D_{\ell}^{k, k^{\prime}}(\mathbf{R})
$$

with random Fourier coefficients $\left|\hat{f}\left(\ell, k, k^{\prime}\right)\right|<1$. In practical applications we would apply the adjoined NFSOFT, cf. [30], and a quadrature rule to determine the Fourier coefficients from a certain sampling of the function $f$.

In order to estimate the accuracy of our algorithm we fix a sampling set of nodes $\left(\mathbf{u}_{\theta_{n}, \rho_{m}}, \mathbf{u}_{\theta_{n}, \rho_{m^{\prime}}}\right) \in$ $\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}, n=0, \ldots, N, m, m^{\prime}=0, \ldots, M-1$ and compute

$$
\begin{equation*}
g_{n, m, m^{\prime}}^{\text {direct }}=\sum_{\left(\ell, k, k^{\prime}\right) \in J_{L}} \hat{f}\left(\ell, k, k^{\prime}\right) \frac{4 \pi}{\sqrt{2 \ell+1}} \mathcal{V}_{\ell}^{k^{\prime}}\left(\mathbf{u}_{\theta_{n}, \rho_{m}}\right) \overline{\mathcal{Y}_{\ell}^{k}\left(\mathbf{u}_{\theta_{n}, \rho_{m^{\prime}}}\right)} \tag{24}
\end{equation*}
$$

by directly evaluating the sum (24) and $g_{n, m, m^{\prime}}^{\text {fast }}, n=0, \ldots, N, m, m^{\prime}=0, \ldots, M-1$, by applying Algorithm 1. As a measure for the accuracy we consider the relative maximum error

$$
\varepsilon=\frac{\max _{n, m, m^{\prime}}\left|g_{n, m, m^{\prime}}^{\text {fast }}-g_{n, m, m^{\prime}}^{\text {exact }}\right|}{\max _{n, m, m^{\prime}}\left|g_{n, m, m^{\prime}}^{\text {exact }}\right|}
$$

Figure 1 displays the relative maximum error $\varepsilon$ in dependency of the bandwidth $L$. We observe that the relative error increases moderately with the bandwidth.

### 3.4 The inverse problem

In this section we are concerned with the inversion of the function $f$ from its Funk transform $\mathcal{M} f$ sampled at the three dimensional submanifold $\Omega_{e_{3}, e_{3}} \subset \mathbb{S}^{2} \times \mathbb{S}^{2}$. More precisely, we consider a sampling set of nodes $\left(\boldsymbol{\xi}_{m, n}, \boldsymbol{\eta}_{m^{\prime}, n}\right) \in \Omega_{\mathbf{e}_{3}, \mathbf{e}_{3}}, m, m^{\prime}=0, \ldots, M-1, n=0, \ldots, N$, that allows for a quadrature rule for polynomials on $\mathbb{S}^{2} \times \mathbb{S}^{1}$ up to degree $2 L$ and aim at the recovery of the Fourier coefficients $\hat{f}\left(\ell, k, k^{\prime}\right),\left(\ell, k, k^{\prime}\right) \in J_{L}$ of a bandlimited function

$$
\begin{equation*}
f(\mathbf{R})=\sum_{\left(\ell, k, k^{\prime}\right) \in J_{L}} \hat{f}\left(\ell, k, k^{\prime}\right) \sqrt{2 \ell+1} D_{\ell}^{k, k^{\prime}}(\mathbf{R}) \tag{25}
\end{equation*}
$$



Figure 1: The accuracy of the forward Algorithm 1 in dependency of the bandwidth.
given function values $\mathbf{g} \in \mathbb{C}^{(N+1) \times M \times M}, g_{n, m, m^{\prime}}=\mathcal{M} f\left(\boldsymbol{\xi}_{m, n}, \boldsymbol{\eta}_{m^{\prime}, n}\right), m, m^{\prime}=0, \ldots, M-1$, $n=0, \ldots, M$, of the Funk transform of $f$.

We have the following exact reconstruction formula for bandlimited functions.
Theorem 10. Let nodes $\theta_{n} \in[-1,1]$ and weights $\omega_{n} \in \mathbb{R}, n=0, \ldots, N$, be a quadrature rule on $[-1,1]$ which is exact for polynomials up to degree $4 L+1$. Let, furthermore, $\rho_{m}=\frac{2 \pi m}{M}$, $m=0, \ldots, M-1, M \geq L+1$, be equispaced quadrature nodes on the circle $\mathbb{S}^{1}$ which allow for the exact integration of polynomials up to degree $4 L+1$. Then any bandlimited function $f \in \Pi_{L}(\mathrm{SO}(3))$ can be uniquely reconstructed from its Funk transform $\mathcal{M} f$ sampled at nodes $\left(\mathbf{u}_{\theta_{n}, \rho_{m}}, \mathbf{u}_{\theta_{n}, \rho_{m^{\prime}}}\right) \in \Omega_{\mathbf{e}_{3}, \mathbf{e}_{3}}$, i.e., from values

$$
\mathbf{g}_{m, m^{\prime}, n}=\mathcal{M} f\left(\mathbf{u}_{\rho_{m}, \theta_{n}}, \mathbf{u}_{\rho_{m^{\prime}}, \theta_{n}}\right), \quad n=0 \ldots, N, m, m^{\prime}=0, \ldots, M-1
$$

The vector of Fourier coefficients $\hat{\mathbf{f}} \in \mathbb{C}^{\left|\mathcal{J}_{L}\right|}$ is given by

$$
\hat{\mathbf{f}}=\mathbf{C}_{L}^{-1} \bigoplus_{\lambda=0}^{L} \mathbf{P}_{L, \lambda}^{H}\left(\mathbf{F}_{\mathbb{S}^{2}, 2 L}^{H} \otimes \mathbf{F}_{\mathbb{S}^{1}, 2 L}^{H}\right)\left(\mathbf{I}_{N} \otimes \mathbf{P}_{M}\right) \mathbf{W} \mathbf{g}
$$

where $\mathbf{F}_{\mathbb{S}^{2}, 2 L}^{H}$ is the adjoined discrete spherical Fourier transform at nodes $\mathbf{u}_{\rho_{m}, \theta_{n}}, m=0, \ldots, M-$ $1, n=0, \ldots, N, F_{\mathbb{S}^{1}, 2 L}^{H}$ is the adjoined one dimensional discrete Fourier transform and $\mathbf{W} \in$ $\mathbb{C}^{(N+1) M^{2} \times(N+1) M^{2}}$ is the diagonal matrix that multiplies with the quadrature weights, i.e, has diagonal entries $W_{m m^{\prime} n, m m^{\prime} n}=\omega_{n}$.

More explicitly, the Fourier coefficients of $f$ are given by

$$
\hat{f}\left(\ell, k, k^{\prime}\right)=\left(C_{\ell, k, k^{\prime}}^{2 \ell}\right)^{-1}\left(\frac{\sqrt{4 \ell+1}}{\sqrt{2 \ell+1}} \hat{h}\left(2 \ell, k, k^{\prime}\right)-\sum_{\tau=\ell+1}^{L} \frac{\sqrt{2 \tau+1}}{\sqrt{4 \ell+1}} C_{\tau, k, k^{\prime}}^{2 \ell} \hat{f}\left(\tau, k, k^{\prime}\right)\right)
$$

with coefficients $\hat{h}\left(2 \lambda, k, k^{\prime}\right), \lambda=0, \ldots, L, k, k^{\prime}=-L, \ldots, L$, satisfying

$$
\hat{h}\left(2 \lambda, k, k^{\prime}\right)=\sum_{n=0}^{L} \sum_{m_{+}=0}^{4 L-2} \sum_{m_{-}=-2 L+1}^{2 L-1} \frac{\omega_{n}}{M^{2}} \mathcal{M} f\left(\mathbf{u}_{\rho_{m_{+}+m_{-}}, \theta_{n}}, \mathbf{u}_{\rho_{m_{+}-m_{-}}, \theta_{n}}\right) \mathrm{e}^{\mathrm{i} \pi \frac{k_{-} m_{+}}{L}} \mathcal{Y}_{2 \lambda}^{k+}\left(\mathbf{u}_{\frac{2 \pi m_{-}, \theta_{n}}{M}}\right)
$$

Proof. By Theorem 9 we have

$$
\mathcal{M} f\left(\mathbf{u}_{\rho, \theta}, \mathbf{u}_{\rho^{\prime}, \theta}\right)=\sum_{\left(2 \lambda, k, k^{\prime}\right) \in \tilde{J}_{L}} \sqrt{\frac{4 \lambda+1}{8 \pi^{2}}} \hat{h}\left(2 \lambda, k, k^{\prime}\right) \mathrm{e}^{\mathrm{i}\left(k^{\prime} \rho-k \rho^{\prime}\right)} P_{2 \lambda}^{\left|k+k^{\prime}\right|}(\cos \theta)
$$

with Fourier coefficients

$$
\hat{h}\left(2 \lambda, k, k^{\prime}\right)=\sum_{\ell=\lambda}^{L} \frac{\sqrt{2 \ell+1}}{\sqrt{4 \lambda+1}} C_{\ell k k^{\prime}}^{2 \lambda} \hat{f}\left(\ell, k, k^{\prime}\right), \quad\left(2 \lambda, k, k^{\prime}\right) \in \tilde{J}_{L},
$$

satisfying

$$
\hat{h}\left(2 \lambda, k, k^{\prime}\right)=\int_{0}^{2 \pi} \int_{0}^{2 \pi} \int_{0}^{\pi} M f\left(\mathbf{u}_{\rho, \theta}, \mathbf{u}_{\rho^{\prime}, \theta}\right) \sqrt{\frac{4 \lambda+1}{8 \pi^{2}}} \mathrm{e}^{\mathrm{i}\left(k \rho^{\prime}-k^{\prime} \rho\right)} P_{2 \lambda}^{\left|k+k^{\prime}\right|}(\cos \theta) \sin \theta \mathrm{d} \theta \mathrm{~d} \rho \mathrm{~d} \rho^{\prime}
$$

Given that the quadrature nodes $\theta_{n}$ with quadrature weights $\omega_{n}, n=0, \ldots, N$ are exact up to degree $4 L+1$ with respect to the weight $\cos \theta$ we can replace the integral for all $\left(2 \lambda, k, k^{\prime}\right) \in \tilde{J}_{L}$ by the sum

$$
\begin{aligned}
\hat{h}\left(2 \lambda, k, k^{\prime}\right) & =\sum_{m, m^{\prime}=0}^{M-1} \sum_{n=0}^{N} \frac{\omega_{n}}{M^{2}} \mathcal{M} f\left(\mathbf{u}_{\theta_{n}, \rho_{m}}, \mathbf{u}_{\theta_{n}, \rho_{m^{\prime}}}\right) \sqrt{\frac{4 \lambda+1}{8 \pi^{2}}} \mathrm{e}^{\mathrm{i}\left(k \rho_{m^{\prime}, n}-k^{\prime} \rho_{m, n}\right)} P_{2 \lambda}^{\left|k+k^{\prime}\right|}\left(\cos \theta_{n}\right) \\
& =\sum_{m, m^{\prime}=0}^{M-1} \sum_{n=0}^{N} \frac{\omega_{n}}{M^{2}} g_{n, m, m^{\prime}} \sqrt{\frac{4 \lambda+1}{8 \pi^{2}}} \mathrm{e}^{2 \pi \mathrm{i} \frac{k m^{\prime}-k^{\prime} m}{M}} P_{2 \lambda}^{\left|k+k^{\prime}\right|}\left(\cos \theta_{n}\right) .
\end{aligned}
$$

Substituting

$$
m_{+}=m+m^{\prime}, \quad m_{-}=m-m^{\prime}, \quad k_{+}=k^{\prime}+k, \quad k_{-}=k^{\prime}-k,
$$

i.e., $k_{+} m_{-}-k_{-} m_{+}=2 k^{\prime} m-2 k m^{\prime}$ and defining $\tilde{\mathbf{g}} \in \mathbb{C}^{(N+1) \times(2 M-1) \times(2 M-1)}$ by

$$
\tilde{g}_{n, m+m^{\prime}, m-m^{\prime}}=g_{n, m, m^{\prime}}, \quad n=0, \ldots, N, m, m^{\prime}=0, \ldots, M-1
$$

we arrive for all $\left(2 \lambda, k_{+}\right) \in I_{2 L}$ and $k_{-}=-2 L \ldots 2 L$ at

$$
\begin{aligned}
\hat{h}\left(2 \lambda, k, k^{\prime}\right) & =\sum_{n=0}^{N} \sum_{m_{+}=0}^{2 M-2} \sum_{m_{-}=1-M}^{M-1} \frac{\omega_{n}}{M^{2}} \tilde{g}_{n, m_{+}, m_{-}} \sqrt{\frac{4 \lambda+1}{8 \pi^{2}}} \mathrm{e}^{-2 \pi i \frac{k_{+-m_{-}-k-m_{+}}^{2 M}}{2 M}} P_{2 \lambda}^{\left|k_{+}\right|}\left(\cos \theta_{n}\right) \\
& =\sum_{n=0}^{N} \sum_{m_{+}=0}^{2 M-1} \sum_{m_{-}=1-M}^{M-1} \frac{\omega_{n}}{M^{2}} \tilde{g}_{n, m_{+}, m_{-}} \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{2 \pi \mathrm{i} \frac{k_{-} m_{+}}{2 M}} \frac{\mathcal{Y}_{2 \lambda}^{k_{+}}\left(\mathbf{u}_{\theta_{n}, \frac{2 \pi m_{-}}{2 M}}\right)}{}
\end{aligned}
$$

Although Theorem 10 suggests a promising Algorithm 2 for the inversion of the restricted Funk transform it is not applicable in practice. This is due to the extremely ill conditioned matrices $\mathbf{C}_{L}, L=0,1, \ldots$. Their condition increases exponentially with $L$, c.f. Table 1 .

```
Algorithm 2: Quadrature based inversion
    input : \(g\left(n, m, m^{\prime}\right), \quad n=0, \ldots, N, m, m^{\prime}=0, \ldots, M-1\)
    output: \(\hat{f}\left(\ell, k, k^{\prime}\right), \quad\left(\ell, k, k^{\prime}\right) \in J_{L}\)
    Step 1: rotation of the function values - complexity \(\mathcal{O}\left(M^{2} N\right)\)
    for \(n=0\) to \(N\) do for \(m, m^{\prime}=0\) to \(M-1\) do
        \(\tilde{g}\left(m+m^{\prime}, m-m^{\prime}, n\right) \leftarrow g\left(n, m, m^{\prime}\right)\)
    end
    Step 2: FFTs with respect to \(m_{+}\)- complexity \(\mathcal{O}(M N(M+L \log L))\)
    for \(n=0\) to \(N\) do for \(m_{-}=-M+1\) to \(M-1\) do
        for \(k_{-}=-2 L\) to \(2 L\) do
            \(\hat{\tilde{g}}\left(k_{-}, m_{-}, n\right) \leftarrow \frac{1}{\sqrt{2 \pi}} \sum_{m_{+}=0}^{2 M-1} \tilde{g}\left(m_{+}, m_{-}, n\right) \mathrm{e}^{2 \pi \mathrm{i} \frac{m_{+} k_{-}}{2 M}}\)
        end
    end
    Step 3: adjoined NFSFTs with respect to ( \(n, m_{-}\)) - complexity \(\mathcal{O}\left(M\left(M N+L^{2} \log ^{2} L\right)\right)\)
    for \(k_{-}=-L\) to \(L\) do for \(\left(2 \lambda, k_{+}\right) \in I_{2 L}\) do
        \(\hat{g}\left(\lambda, k_{+}, k_{-}\right) \leftarrow \sum_{n=0}^{N} \sum_{m_{-}=-M+1}^{M-1} \frac{\omega_{n}}{M^{2}} \hat{\tilde{g}}\left(n, m_{-}, k_{-}\right) \overline{\mathcal{Y}_{2 \lambda}^{k_{+}}\left(\mathbf{u}_{\theta_{n}, \frac{2 \pi m_{-}}{2 M}}\right)}\)
    end
    Step 4: rotation of the Fourier coefficients - complexity \(\mathcal{O}\left(L^{3}\right)\)
    for \(\ell=L\) to 0 do for \(k, k^{\prime}=-\ell\) to \(\ell\) do
        \(\hat{h}\left(\ell, k, k^{\prime}\right) \leftarrow \hat{g}\left(\ell, k+k^{\prime}, k-k^{\prime}\right)\)
    end
    Step 5: inverse polynomial transform - complexity \(\mathcal{O}\left(L^{4}\right)\)
    for \(\ell=L\) to 0 do for \(k, k^{\prime}=-\ell\) to \(\ell\) do
        \(\hat{f}\left(\ell, k, k^{\prime}\right) \leftarrow\left(C_{\ell, k, k^{\prime}}^{2 \ell}\right)^{-1}\left(\sqrt{\frac{4 \ell+1}{2 \ell+1}} \hat{h}\left(\ell, k, k^{\prime}\right)-\sum_{\lambda=\ell+1}^{L} \sqrt{\frac{2 \lambda+1}{2 \ell+1}} C_{\lambda, k, k^{\prime}}^{2 \ell} \hat{f}\left(\lambda, k, k^{\prime}\right)\right)\)
    end
```

| $L$ | $\operatorname{cond}\left(\mathbf{C}_{L}\right)$ |
| ---: | ---: |
| 8 | $10^{4}$ |
| 16 | $10^{9}$ |
| 32 | $10^{20}$ |
| 64 | $10^{33}$ |
| 128 | $10^{55}$ |

Table 1: The approximate condition of the matrix $\mathbf{C}_{L}$ in dependency of the bandwidth $L$.

### 3.5 Iterative Reconstruction

Since the quadrature based approach failed gloriously in the last section we focus on iterative reconstruction by means of the least squares problem

$$
\begin{equation*}
\sum_{n=0}^{N} \omega_{n} \sum_{m, m^{\prime}=0}^{M-1}\left|\mathcal{M} f\left(\mathbf{u}_{\theta_{n}, \rho_{m}}, \mathbf{u}_{\theta_{n}, \rho_{m^{\prime}}}\right)-g_{n, m, m^{\prime}}\right|^{2}+\lambda\|\triangle f\|_{2}^{2} \rightarrow \min \tag{26}
\end{equation*}
$$

where $\left(g_{n, m, m^{\prime}}, \mathbf{u}_{\theta_{n}, \rho_{m}}, \mathbf{u}_{\theta_{n}, \rho_{m^{\prime}}}\right), m, m^{\prime}=1, \ldots, M, N=1, \ldots, N$, is a sampling as defined in Theorem 10 and $\lambda\|\triangle f\|_{2}^{2}$ is some regularization term. In contrast to the quadrature based approach we are now more free to set the weights $\omega_{n}$. More precisely, we do not have to set them as the quadrature weights with respect to the weighting function $\sin \theta$, i.e., for the manifold $\mathbb{S}^{2} \times \mathbb{S}^{1}$, but we can choose them as quadrature weights with respect to the manifold $\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}} \subset$ $\mathbb{S}^{2} \times \mathbb{S}^{2}$. A further advantage of this approach is that we can effectively apply oversampling as regularization.

Let us introduce the matrix $\mathbf{M} \in \mathbb{C}^{M^{2} N \times\left|J_{L}\right|}$, c.f. Theorem 9 ,

$$
\mathbf{M}=\left(\mathbf{I}_{N} \otimes \mathbf{P}_{M}\right)^{H}\left(\mathbf{F}_{\mathbb{S}^{2}, 2 L} \otimes \mathbf{F}_{\mathbb{S}^{1}, 2 L}\right) \bigoplus_{\lambda=0}^{2 L} \mathbf{P}_{L, \lambda} \mathbf{C}_{L}
$$

the diagonal matrix $\mathbf{W} \in \mathbb{R}^{M^{2} N \times M^{2} N}$ containing the weights $W_{m m^{\prime} n, m m^{\prime} n}=\omega_{m m^{\prime} n}, m, m^{\prime}=$ $1, \ldots, M, N=1, \ldots, N$ and the diagonal matrix $\mathbf{U} \in \mathbb{R}^{\left|J_{L}\right| \times\left|J_{L}\right|}, U_{\left(\ell, k, k^{\prime}\right),\left(\ell, k, k^{\prime}\right)}=\ell(\ell+1)$ representing the Laplace operator in Fourier space. Then the least squares problem (26) for a vector $\mathbf{g} \in \mathbb{C}^{M^{2} N}$ with entries $g_{n, m, m^{\prime}} \approx \mathcal{M} f\left(\mathbf{u}_{\theta_{n}, \rho_{m}}, \mathbf{u}_{\theta_{n}, \rho_{m^{\prime}}}\right)$ and a polynomial $f: \mathrm{SO}(3) \rightarrow$ $\mathbb{C}$ of degree $L$ represented by its vector $\hat{\mathbf{f}} \in \mathbb{C}^{\left|J_{L}\right|}$ of Fourier coefficients $\hat{f}_{\ell, k, k^{\prime}}=\hat{f}\left(\ell, k, k^{\prime}\right)$ becomes

$$
\left\|\mathbf{W}^{1 / 2}(\mathbf{M} \hat{\mathbf{f}}-\mathbf{g})\right\|_{2}^{2}+\lambda \hat{\mathbf{f}}^{H} \mathbf{U} \hat{\mathbf{f}} \rightarrow \min
$$

which is equivalent to the normal equation

$$
\begin{equation*}
\left(\mathbf{M}^{H} \mathbf{W M}+\lambda \mathbf{U}\right) \hat{\mathbf{f}}=\mathbf{M}^{H} \mathbf{W} \mathbf{g} . \tag{27}
\end{equation*}
$$

The normal equation (27) can be effectively solved by the conjugated gradient normal residual (CGNR) algorithm, cf. e.g. [33], the only ingredients of which are fast algorithms for the
direct transform $\mathbf{W}^{1 / 2} \mathbf{M}+\lambda \mathbf{U}^{1 / 2}$ and for the corresponding adjoined transform. Let us assume $\mathcal{O}(L)=\mathcal{O}(M)=\mathcal{O}(N)$. Then an algorithm with numerical complexity $\mathcal{O}\left(L^{4}\right)$ for the direct transform can be derived from Algorithm 1 by additionally applying the diagonal matrices $\mathbf{W}^{\frac{1}{2}}$ and $\mathbf{U}^{\frac{1}{2}}$. Similarly, an algorithm for the adjoined transform with the same numerical complexity can be derived from Algorithm 2 by replacing the multiplication with the inverse of $\mathbf{C}_{L}$ with multiplications with its adjoined.

Numercial Experiments. Again we want to perform some numerical experiments to illustrate the suitability of the iterative approach for the inverse problem.

In a first experiment we assume $f$ to be a polynomial of degree $L=0, \ldots, 64$, with randomly chosen Fourier coefficients. Furthermore, we fix the number of sampling nodes to $N=192$ and $M=256$. This results in a total of 12582912 sampling nodes while the dimension of the polynomial space is at maximum 366145 , i.e., we use a large oversampling factor of 30 as regularization which allows us to discard the regularization term, i.e, we set $\lambda=0$. As sampling nodes we consider Clenshaw Curtis nodes $\left(\mathbf{u}_{\rho_{m}, \theta_{n}}, \mathbf{u}_{\rho_{m^{\prime}}, \theta_{n}}\right)$, cf. (7), with weights $\omega_{n}^{2}$ being the square of the Clenshaw Curtis weights do reflect the geometry of the manifold $\Omega_{\mathrm{e}_{3}, \mathrm{e}_{3}}$.

Restricting the number of iterations to 128 we compute Fourier coefficients $\hat{f}_{\text {rec }}\left(\ell, k, k^{\prime}\right)$, $\left(\ell, k, k^{\prime}\right) \in J_{L}$ and the relative error

$$
\varepsilon(L)=\frac{\sum_{\left(\ell, k, k^{\prime}\right) \in J_{L}}\left|\hat{f}\left(\ell, k, k^{\prime}\right)-\hat{f}_{\mathrm{rec}}\left(\ell, k, k^{\prime}\right)\right|^{2}}{\sum_{\left(\ell, k, k^{\prime}\right) \in J_{L}}\left|\hat{f}\left(\ell, k, k^{\prime}\right)\right|^{2}}
$$

The relative error with respect to the polynomial degree $L$ is plotted in Figure 2.
In a second experiment we simulate a real live experiment by choosing a nonbandlimited function $f \in C(\mathrm{SO}(3))$ and analyzing the reconstruction error with respect to the polynomial degree and the number of sampling points. To this end, we consider the Abel-Poisson kernel (cf. [40]),

$$
\begin{equation*}
\psi_{\kappa}(\mathbf{R})=\frac{1-\kappa^{2}}{\left(1+2 \kappa t+\kappa^{2}\right)^{2}}+\frac{1-\kappa^{2}}{\left(1-2 \kappa t+\kappa^{2}\right)^{2}}=\sum_{\ell=0}^{\infty} \kappa^{2 \ell}(2 \ell+1) \mathcal{U}_{2 \ell}(t) \tag{28}
\end{equation*}
$$

where $t=\frac{1}{2}(\operatorname{Tr} \mathbf{R}-1), \kappa \in(0,1)$ is a free parameter influencing the sharpness of the AbelPoisson kernel and $\mathcal{U}_{2 \ell}$ denotes the Chebyshev polynomial of second type and order $2 \ell$. For the test function $f: \mathrm{SO}(3) \rightarrow \mathbb{R}$ we randomly chose $K=5$ rotations $\mathbf{R}_{k} \in \mathrm{SO}(3)$, kernel parameters $\kappa_{k} \in(0,1)$ and coefficients $c_{k} \in[-1,1]$; and set $f$ to

$$
\begin{equation*}
f(\mathbf{R})=\sum_{k=1}^{5} c_{k} \psi_{\kappa_{k}}\left(\mathbf{R R}_{k}^{-1}\right) \tag{29}
\end{equation*}
$$

Since the Funk transform of the Abel Poisson kernel is given by (cf. [40])

$$
\begin{equation*}
\mathcal{M} \psi_{\kappa}(\boldsymbol{\xi}, \boldsymbol{\eta})=\frac{1-\kappa^{4}}{\left(1-2 \kappa^{2}(\boldsymbol{\xi} \cdot \boldsymbol{\eta})+\kappa^{4}\right)^{3 / 2}} \tag{30}
\end{equation*}
$$



Figure 2: The relative error $\varepsilon(L)$ between the reconstructed Fourier coefficients $\hat{f}_{\text {rec }}\left(\ell, k, k^{\prime}\right)$ and the given Fourier coefficients $\hat{f}\left(\ell, k, k^{\prime}\right)$ of a polynomial $f$ of order $L$ given a sampling $g_{n, m, m^{\prime}}=\mathcal{M} f\left(\mathbf{u}_{\theta_{n}, \rho_{m}}, \mathbf{u}_{\theta_{n}, \rho_{m^{\prime}}}\right), m, m^{\prime}=1, \ldots, 256, N=1, \ldots, 192$.
we can compute the Funk transform $\mathcal{M} f$ of $f$ at Clenshaw-Curties nodes $\left(\mathbf{u}_{n, m}, \mathbf{u}_{n, m^{\prime}}\right)$,

$$
\begin{equation*}
g_{n, m, m^{\prime}}=\mathcal{M} f\left(\mathbf{u}_{n, m}, \mathbf{u}_{n, m^{\prime}}\right), \quad m, m^{\prime}=0, \ldots, M-1, n=0, \ldots, N, \tag{31}
\end{equation*}
$$

exactly. As in practical experiments diffraction data are corrupted by Poisson noise we simulate Poisson distributed sample values

$$
\tilde{g}_{n, m, m^{\prime}}=\alpha^{-1} \operatorname{Pois}\left(\alpha g_{n, m, m^{\prime}}\right),
$$

where $\alpha$ controls the standard deviation of the Poisson distribution which can be interpreted as the amount of detected particles. It should be stressed that in contrast to real world diffraction data we did not restrict the data to the even part by taking means $\frac{1}{2}\left(\mathcal{M} f\left(\mathbf{u}_{n, m}, \mathbf{u}_{n, m^{\prime}}\right)+\right.$ $\left.\mathcal{M} f\left(-\mathbf{u}_{n, m}, \mathbf{u}_{n, m^{\prime}}\right)\right)$.

In contrast to the first experiment we alter the polynomial degree of the reconstruction and the number of sampling points simultaneously. More specifically, we choose $M=N=4 L$. Performing $4 L$ iterations of the CGNR algorithm we obtain Fourier coefficients $\hat{f}_{\text {rec }}\left(\ell, k, k^{\prime}\right)$, $\left(\ell, k, k^{\prime}\right) \in J_{L}$. Utilizing the fast nonequispaced Fourier transform on the rotation group, cf. [30], we evaluate the reconstructed polynomial

$$
f_{\mathrm{rec}}=\sum_{\left(\ell, k, k^{\prime}\right) \in J_{L}} \sqrt{\frac{2 \ell+1}{8 \pi^{2}}} \hat{f}_{\mathrm{rec}}\left(\ell, k, k^{\prime}\right) D_{\ell}^{k, k^{\prime}}
$$

at about 1000000 approximately equispaced distributed rotations $\mathbf{R}_{i} \in \mathrm{SO}(3)$ and compare these values $f_{\text {rec }}\left(\mathbf{R}_{i}\right)$ with the corresponding values $f\left(\mathbf{R}_{i}\right)$ of test function $f$ which can be computed directly by formula (28) and (29). The maximum error between these discrete function


Figure 3: The approximate maximum error $\left\|f-f_{\text {rec }}\right\|_{\infty}$ between a nonbandlimited test function $f$ and its reconstruction $f_{\text {rec }}$ computed by the CGNR based algorithm given a sampling of the Funk transform of $f$ at $(4 L)^{3}$ sampling points with Poisson noise.
evaluations serves us as an approximation of the maximum error $\left\|f_{\text {rec }}-f\right\|_{\infty}$ between the test function $f$ and its polynomial reconstruction $f_{\text {rec }}$. Figure 3 displays this approximation of the maximum error $\left\|f_{\text {rec }}-f\right\|_{\infty}$ with respect to the polynomial degree $L$. The numerical results indicate the applicability of the CGNR based algorithm even for noisy data.
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