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#### Abstract

In this paper we study the error behavior of the well known fast Fourier transform for nonequispaced data (NFFT) with respect to the $\mathcal{L}_{2}$-norm. We compare the arising errors for different window functions and show that the accuracy of the algorithm can be significantly improved by modifying the shape of the window function. Based on the considered error estimates for different window functions we are able to state an easy and efficient method to tune the involved parameters automatically. The numerical examples show that the optimal parameters depend on the given Fourier coefficients, which are assumed not to be of a random structure or roughly of the same magnitude but rather subject to a certain decrease.
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## 1 Introduction

A broad variety of mathematical algorithms and applications depend on the calculation of the nonequispaced discrete Fourier transform, which is a generalization of the discrete Fourier transform to nonequispaced nodes. Especially, its fast approximate realization called nonequispaced fast Fourier transform (NFFT) or rather nonuniform fast Fourier transform (NUFFT) [5, 1, 25, 27, 23, 9, 16] led to the development of a large number of fast numerical algorithms.

Basically, the NFFT, which is an approximate algorithm, consists of three steps. Using a so called window function, the given coefficients are at first deconvolved in Fourier domain. The result is transformed into spatial domain by an FFT and a discrete convolution with the window function is the final step. Thereby, the window function is chosen such that it is well localized in spatial as well as in Fourier domain. Given this property, the deconvolution step can be realized very efficiently and the resulting aliasing errors can be kept small.
In this paper we investigate the occurrent errors measured in the $\mathcal{L}_{2}$-norm. In some numerical examples, we evaluate these errors for different window functions. We show that the accuracy of the algorithm can be improved by modifying the shape parameter of the window function and that the optimal value of this shape parameter very much depends on the given set of Fourier coefficients. If the input signals are assumed to be random and uncorrelated,
a prediction of the optimal shape parameter is possible for certain window functions. As an example, for the Gaussian window function a convenient choice of the shape parameter has already been derived in [25] as well as in [4]. Further windows for which the question concerning the optimal choice of the shape parameter is also interesting, as for example Kaiser-Bessel functions [8, 12], have been suggested in the literature.

However, there are many applications, where the given Fourier coefficients are not of a random structure. As an example, the NFFT can be used in order to evaluate sums of the form

$$
f\left(y_{k}\right):=\sum_{j=1}^{N} \alpha_{j} K\left(y_{k}-x_{j}\right), \quad k=1, \ldots, M,
$$

where the nodes $y_{k}, x_{j}$, the coefficients $\alpha_{j}$ and a certain smooth kernel function $K$ is given, see [22] for instance. The method, which is widely known as NFFT based fast summation, is based on approximating the kernel function by a trigonometric polynomial, where the corresponding Fourier coefficients are naturally subject to a certain decay. For the fast NFFT based Gauss transform [18] we have an exponential decrease of the Fourier coefficients, for instance. The NFFT based fast summation is also applied for the computation of the Coulomb potentials and forces in particle systems, where the kernel function is given by $K(r)=r^{-1}$. This problem can also be considered subject to periodic boundary conditions, where the analytical Fourier coefficients are known and also underlie an exponential decrease, see [ $6,11,3,20]$.

Thus, in our numerical examples we consider certain sets of decreasing Fourier coefficients and show that an appropriate modification of the window's shape parameter leads to substantially better results. In other words, we optimize the shape of the window function based on the given Fourier coefficients, instead of analyzing a worst case error which is independent from the given coefficients, see [13] for instance. For the Kaiser-Bessel window function the variability of the shape parameter was also considered in [7], but an adaption was not done depending on the given Fourier coefficients.

In our tests we additionally compare the errors between two different deconvolution approaches. We also consider the $\mathcal{L}_{2}$-optimized deconvolution, which has already been considered in [4, Appendix A] or [13], and also give numerical evidence that only small improvements are possible by applying this optimized deconvolution scheme. Based on the error estimates, we are able to state an easy and efficient method to tune all parameters involved in the univariate NFFT algorithm. Note that it has already been observed that in some applications the NFFT with very small oversampling factors [28] or even without oversampling [3] leads to very precise approximations. The results presented in this paper confirm that in some cases an oversampling is in fact not needed.

We remark that an overall tuning, which in addition optimizes the set of parameters with respect to runtime, should depend on the used hardware. In addition, the runtime behavior regarding the window evaluation is different for the individual window functions, unless the evaluation is based on interpolation tables. The overall performance may also depend on the used hardware as well as on the applied variant of the NFFT (multithreaded NFFT [26], NFFT on GPUs [17], parallel NFFT [20]). Anyway, in order to develop optimal runtime models, a precise prediction of the arising errors as well as automated parameter tuning methods, as discussed in this paper, are essential.

The outline of this paper is as follows. In Section 2 we give a short introduction to the NFFT. We start by introducing the necessary notations and then give a formula for the computation of the approximation error in the $\mathcal{L}_{2}$-norm. In Section 3 we introduce different
window functions and show how the corresponding aliasing errors can be estimated. We compare two different deconvolution approaches and point out how the choice of the window's shape parameter can influence the goodness of the approximation. Therefore we consider some univariate examples. A comparison to measured approximation errors is done in Section 4. Based on these error estimates we describe an automatic parameter tuning for the univariate case in Section 5. We continue with some remarks concerning the multivariate case and conclude with a short summary.

## 2 NFFT

In the following we give a short introduction to the NFFT in $d$ dimensions. At first, we will introduce the necessary notations.

For some $\boldsymbol{M}=\left(M_{1}, \ldots, M_{d}\right) \in 2 \mathbb{N}^{d}$ we define the index set $\mathcal{I}_{M}$ by

$$
\mathcal{I}_{M}:=\left\{-\frac{M_{1}}{2}, \ldots, \frac{M_{1}}{2}-1\right\} \times \cdots \times\left\{-\frac{M_{d}}{2}, \ldots, \frac{M_{d}}{2}-1\right\}
$$

For two vectors $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{d}\right) \in \mathbb{R}^{d}$ we define the component wise product by $\boldsymbol{x} \odot \boldsymbol{y}:=\left(x_{1} y_{1}, \ldots, x_{d} y_{d}\right) \in \mathbb{R}^{d}$ as well as the inner product via $\boldsymbol{x} \cdot \boldsymbol{y}:=$ $x_{1} y_{1}+\cdots+x_{d} y_{d} \in \mathbb{R}$. For a vector $\boldsymbol{x} \in \mathbb{R}^{d}$ with non vanishing components we set $\boldsymbol{x}^{-1}:=$ $\left(x_{1}^{-1}, \ldots, x_{d}^{-1}\right) \in \mathbb{R}^{d}$.

Let some arbitrary nodes $\boldsymbol{x}_{j} \in \mathbb{T}^{d}$, where $\mathbb{T}:=\mathbb{R} / \mathbb{Z} \simeq[-1 / 2,1 / 2)$ and $j=1, \ldots, N$, be given. We are now interested in a fast evaluation of a given trigonometric polynomial in the unequally spaced points $\boldsymbol{x}_{j}$, i.e., we want to compute the sums

$$
\begin{equation*}
f\left(\boldsymbol{x}_{j}\right):=\sum_{k \in \mathcal{I}_{M}} \hat{f}_{k} \mathrm{e}^{-2 \pi \mathrm{i} k \cdot \boldsymbol{x}_{j}}, \quad j=1, \ldots, N \tag{2.1}
\end{equation*}
$$

where the Fourier coefficients $\hat{f}_{k} \in \mathbb{C}, \boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}}$, are also given.
The well known NFFT algorithm can be used to evaluate sums of the form (2.1) very efficiently with $\mathcal{O}\left(\left|\mathcal{I}_{M}\right| \log \left|\mathcal{I}_{M}\right|+N\right)$ arithmetic operations. In the following, we will give an overview of the main steps.

The basic idea is to approximate the function $f$ by a sum of translates of a one-periodic function $\tilde{\varphi}$, i.e.,

$$
\begin{equation*}
f(\boldsymbol{x}) \approx \tilde{f}(\boldsymbol{x}):=\sum_{\boldsymbol{l} \in \mathcal{I}_{\boldsymbol{\sigma} \odot M}} g_{\boldsymbol{l}} \tilde{\varphi}\left(\boldsymbol{x}-\boldsymbol{l} \odot(\boldsymbol{\sigma} \odot \boldsymbol{M})^{-1}\right), \tag{2.2}
\end{equation*}
$$

where we denote by $\boldsymbol{\sigma} \geq 1$ (component wise) the oversampling factor and the coefficients $g_{l} \in \mathbb{C}$ are by now unknown. In other words, the approximate function values are obtained by computing a discrete convolution of a given window function with some coefficients $g_{l}$, which have to be determined. In the following we denote the oversampled grid size shortly by $\boldsymbol{M}_{\mathrm{o}}:=\boldsymbol{\sigma} \odot \boldsymbol{M}$. The function $\tilde{\varphi}$ is the periodization of a window function $\varphi$, which is constructed based on a univariate function $\tilde{\varphi}_{1 d}$ via a tensor product scheme, i.e.,

$$
\begin{equation*}
\tilde{\varphi}(\boldsymbol{x}):=\sum_{r \in \mathbb{Z}^{d}} \varphi(\boldsymbol{x}+\boldsymbol{r}), \text { where } \varphi(\boldsymbol{y})=\prod_{j=1}^{d} \varphi_{1 \mathrm{~d}}\left(y_{j}\right) \text { for } \boldsymbol{y}=\left(y_{1}, \ldots, y_{d}\right) \in \mathbb{R}^{d} \tag{2.3}
\end{equation*}
$$

A transformation of $\tilde{f}$ into Fourier space gives

$$
\begin{equation*}
\tilde{f}(\boldsymbol{x})=\sum_{\boldsymbol{k} \in \mathcal{I}_{M_{\mathrm{o}}}} \hat{g}_{\boldsymbol{k}} c_{\boldsymbol{k}}(\tilde{\varphi}) \mathrm{e}^{-2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}+\sum_{\boldsymbol{r} \in \mathbb{Z}^{d} \backslash\{\mathbf{0}\}} \sum_{\boldsymbol{k} \in \mathcal{I}_{M_{\mathrm{\circ}}}} \hat{g}_{\boldsymbol{k}} c_{\boldsymbol{k}+\boldsymbol{r} \odot M_{\mathrm{\circ}}}(\tilde{\varphi}) \mathrm{e}^{-2 \pi \mathrm{i}\left(\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}\right) \cdot \boldsymbol{x}}, \tag{2.4}
\end{equation*}
$$

where we denote by

$$
c_{\boldsymbol{k}}(\tilde{\varphi}):=\int_{\mathbb{T}^{d}} \tilde{\varphi}(\boldsymbol{x}) \mathrm{e}^{2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \varphi(\boldsymbol{x}) \mathrm{e}^{2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \mathrm{~d} \boldsymbol{x}=\hat{\varphi}(\boldsymbol{k})
$$

the Fourier coefficients of $\tilde{\varphi}$ and the discrete Fourier coefficients $\hat{g}_{\boldsymbol{k}}$ are given by

$$
\hat{g}_{k}=\sum_{l \in \mathcal{I}_{M_{\mathrm{o}}}} g_{l} \mathrm{e}^{2 \pi \mathrm{i} k \cdot\left(l \odot M_{\mathrm{o}}^{-1}\right)}
$$

For the following considerations we assume that we have $c_{k}(\tilde{\varphi}) \in \mathbb{R}$. The idea is now to choose the coefficients $\hat{g}_{k}$ appropriately. Then, the coefficients $g_{l}$ in (2.2) can be computed by a $d$-variate (inverse) FFT

$$
\begin{equation*}
g_{\boldsymbol{l}}=\frac{1}{\left|\mathcal{I}_{M_{\mathrm{o}}}\right|} \sum_{\boldsymbol{k} \in \mathcal{I}_{M_{\mathrm{\circ}}}} \hat{g}_{\boldsymbol{k}} \mathrm{e}^{-2 \pi \mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{l} \odot \boldsymbol{M}_{\mathrm{\circ}}^{-1}\right)} \tag{2.5}
\end{equation*}
$$

and the evaluation of (2.2) gives the approximate function values $\tilde{f}\left(\boldsymbol{x}_{j}\right) \approx f\left(\boldsymbol{x}_{j}\right)$.
However, the evaluation of the sums (2.2) might be computationally demanding unless $\varphi$ is compactly supported on a comparably small domain or at least sufficiently small outside of it. In the latter case we replace the window function $\varphi$ by a truncated version

$$
\varphi_{\mathrm{t}}(\boldsymbol{x}):=\varphi(\boldsymbol{x}) \cdot \prod_{j=1}^{d} \chi_{\left[-\frac{m}{\sigma_{j} M_{j}}, \frac{m}{\sigma_{j} M_{j}}\right]}\left(x_{j}\right)= \begin{cases}\varphi(\boldsymbol{x}) & : \boldsymbol{x} \in \bigotimes_{j=1}^{d}\left[-\frac{m}{\sigma_{j} M_{j}}, \frac{m}{\sigma_{j} M_{j}}\right] \\ 0 & : \text { else },\end{cases}
$$

and approximate $f$ by

$$
f(\boldsymbol{x}) \approx \tilde{f}(\boldsymbol{x}):=\sum_{\boldsymbol{l} \in \mathcal{I}_{M_{\mathrm{o}}}} g_{\boldsymbol{l}} \tilde{\varphi}_{\mathrm{t}}\left(\boldsymbol{x}-\boldsymbol{l} \odot \boldsymbol{M}_{\mathrm{o}}^{-1}\right)
$$

where now only $(2 m+1)^{d} \ll\left|\mathcal{I}_{\boldsymbol{M}_{\mathrm{o}}}\right|$ summands are not equal to zero. In the following we will refer to $m$ as the support parameter.

It is an interesting question how to choose the unknown coefficients $\hat{g}_{k}$. A comparison of (2.1) and (2.4), where we have to replace $\tilde{\varphi}$ by $\tilde{\varphi}_{\mathrm{t}}$ in the case that $\varphi$ is not compactly supported, gives $f(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})=$

$$
\begin{equation*}
\sum_{\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}}} \mathrm{e}^{-2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \hat{f}_{\boldsymbol{k}}-\sum_{\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}_{\mathrm{\circ}}}} \mathrm{e}^{-2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}\left(\hat{g}_{\boldsymbol{k}} c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)+\sum_{\boldsymbol{r} \in \mathbb{Z}^{d} \backslash\{\mathbf{0}\}} \hat{g}_{\boldsymbol{k}} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\circ}}\left(\tilde{\varphi}_{\mathrm{t}}\right) \mathrm{e}^{-2 \pi \mathrm{i}\left(\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{\circ}}\right) \cdot \boldsymbol{x}}\right) \tag{2.6}
\end{equation*}
$$

and

$$
|f(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})| \leq \sum_{\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}}}\left|\hat{f}_{\boldsymbol{k}}-\hat{g}_{\boldsymbol{k}} c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right|+\sum_{\boldsymbol{k} \in \mathcal{I}_{M_{\circ}} \backslash \mathcal{I}_{M}}\left|\hat{g}_{\boldsymbol{k}} c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right|+\sum_{\boldsymbol{k} \in \mathcal{I}_{M_{\circ}}} \sum_{\boldsymbol{r} \in \mathbb{Z}^{d} \backslash\{\mathbf{0}\}}\left|\hat{g}_{\boldsymbol{k}} c_{\boldsymbol{k}+\boldsymbol{r} \odot M_{\circ}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right|
$$

Thus, at first glance it seems advantageous to set

$$
\hat{g}_{k}:=\left\{\begin{array}{ll}
\hat{d}_{k} \hat{f}_{k} & : \boldsymbol{k} \in \mathcal{I}_{M}  \tag{2.7}\\
0 & : \text { else }
\end{array},\right.
$$

where we define

$$
\begin{equation*}
\hat{d}_{k}:=\frac{1}{c_{k}\left(\tilde{\varphi}_{\mathrm{t}}\right)} \tag{2.8}
\end{equation*}
$$

cf. [23] for instance.

Remark 2.1. For some $\boldsymbol{x} \in \mathbb{T}^{d}$ let the operator $\mathcal{T}_{\boldsymbol{x}}: \mathbb{C}^{\left|\mathcal{I}_{M}\right|} \rightarrow \mathbb{C}$ be defined by

$$
\mathcal{T}_{x}:\left[\hat{f}_{k}\right]_{k \in \mathcal{I}_{M}} \mapsto \sum_{k \in \mathcal{I}_{M}} \hat{f}_{k} \mathrm{e}^{2 \pi \mathrm{i} k \cdot \boldsymbol{x}}=f(\boldsymbol{x}) .
$$

As described above, $\mathcal{T}_{\boldsymbol{x}}$ is approximated by $\mathcal{T}_{\boldsymbol{x}} \approx \mathcal{B}_{\boldsymbol{x}} \mathcal{F} \mathcal{D}$, where

$$
\begin{array}{rll}
\mathcal{D}: \mathbb{C}^{\left|\mathcal{I}_{M}\right|} \rightarrow \mathbb{C}^{\mathcal{I}_{M_{\circ}} \mid}, & {\left[\hat{f}_{k}\right]_{k \in \mathcal{I}_{M}} \mapsto\left[\hat{g}_{k}\right]_{k \in \mathcal{I}_{M_{\circ}}}} & \text { via (2.7) } \\
\mathcal{F}: \mathbb{C}^{\left|\mathcal{I}_{M_{\circ}}\right|} \rightarrow \mathbb{C}^{\left|\mathcal{I}_{M_{\circ}}\right|}, & {\left[\hat{g}_{k}\right]_{k \in \mathcal{I}_{M_{\circ}}} \mapsto\left[g_{l}\right]_{l \in \mathcal{I}_{M_{\circ}}}} & \text { via (2.5) } \\
\mathcal{B}_{x}: \mathbb{C}^{\left|\mathcal{I}_{M_{o}}\right|} \rightarrow \mathbb{C}, & {\left[g_{l}\right]_{l \in \mathcal{I}_{M_{\circ}}} \mapsto \sum_{l \in \mathcal{I}_{M_{\circ}}} g_{l} \tilde{\varphi}_{\mathrm{t}}\left(\boldsymbol{x}-\boldsymbol{l} \odot \boldsymbol{M}_{\mathrm{o}}{ }^{-1}\right) .}
\end{array}
$$

In other words, the NFFT computes

$$
f\left(\boldsymbol{x}_{j}\right) \approx \mathcal{B}_{x_{j}} \mathcal{F D} \hat{\boldsymbol{f}}=: \tilde{f}\left(\boldsymbol{x}_{j}\right)
$$

for all $j=1, \ldots, N$. The three steps can be explained as follows. The step from Fourier space to spatial domain is done via the ordinary inverse FFT denoted by $\mathcal{F}$, see (2.5). Since the function values are finally approximated by computing a discrete convolution $\left(\mathcal{B}_{x_{j}}\right)$, the given Fourier coefficients have to be scaled appropriately ( $\mathcal{D}: \hat{f}_{k} \mapsto \hat{g}_{k}$ ), which we refer to as a deconvolution, see also [4].
The efficient computation of

$$
h(\boldsymbol{k})=\sum_{j=1}^{N} f_{j} \mathrm{e}^{2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}_{j}}
$$

for all $\boldsymbol{k} \in \mathcal{I}_{M}$ corresponds to applying the adjoint operator, which reads as

$$
(h(\boldsymbol{k}))_{\boldsymbol{k} \in \mathcal{I}_{M}}=\sum_{j=1}^{N} \mathcal{T}_{x_{j}}^{*} f_{j} \approx \sum_{j=1}^{N} \mathcal{D}^{*} \mathcal{F}^{*} \mathcal{B}_{x_{j}}^{*} f_{j}
$$

We want to determine for which coefficients $\hat{d}_{k}$ the $\mathcal{L}_{2}$-norm or root mean square (RMS) error

$$
\|f-\tilde{f}\|_{2}^{2}:=\int_{\mathbb{T}^{d}}|f(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})|^{2} \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{T}^{d}}\left|\mathcal{T}_{x} \hat{\boldsymbol{f}}-\mathcal{B}_{x} \mathcal{F} \mathcal{D} \hat{\boldsymbol{f}}\right|^{2} \mathrm{~d} \boldsymbol{x}
$$

is minimized. In the following Lemma we present the optimal deconvolution coefficients, see also [4, Appendix A] or [13], for instance. The coefficients are also optimal for the adjoint problem.
Lemma 2.1. For $\hat{\boldsymbol{f}} \in \mathbb{C}^{\left|\mathcal{I}_{M}\right|}$ and $y \in \mathbb{C}$ we have

$$
\underset{\hat{d}_{k} \in \mathbb{R}}{\arg \min } \int_{\mathbb{T}^{d}}\left|\mathcal{T}_{x} \hat{\boldsymbol{f}}-\mathcal{B}_{x} \mathcal{F} \mathcal{D} \hat{\boldsymbol{f}}\right|^{2} \mathrm{~d} \boldsymbol{x}=\underset{\hat{d}_{k} \in \mathbb{R}}{\arg \min } \int_{\mathbb{T}^{d}}\left\|\mathcal{T}_{x}^{*} y-\mathcal{F}^{*} \mathcal{D}^{*} \mathcal{B}_{x}^{*} y\right\|^{2} \mathrm{~d} \boldsymbol{x},
$$

where we denote by $\|\cdot\|$ the Euclidean norm in $\mathbb{C}^{\left|\mathcal{I}_{M}\right|}$. The optimal deconvolution coefficients are given by

$$
\begin{equation*}
\hat{d}_{\boldsymbol{k}}=\frac{c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{\sum_{\boldsymbol{r} \in \mathbb{Z}^{d}} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)} . \tag{2.9}
\end{equation*}
$$

For the NFFT approximation error measured in the $\mathcal{L}_{2}$-norm we obtain

$$
\begin{array}{ll}
\|f-\tilde{f}\|_{2}^{2}=\sum_{\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}}}\left|\hat{f}_{\boldsymbol{k}}\right|^{2} \frac{\sum_{r \in \mathbb{Z}^{d} \backslash\{0\}} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{\sum_{r \in \mathbb{Z}^{d}} c_{\boldsymbol{k}+\boldsymbol{r} \odot M_{\mathrm{o}}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)} & \text { for } \hat{d}_{\boldsymbol{k}}:=\frac{c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{\sum_{r \in \mathbb{Z}^{d}} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}, \\
\|f-\tilde{f}\|_{2}^{2}=\sum_{k \in \mathcal{I}_{\boldsymbol{M}}}\left|\hat{f}_{\boldsymbol{k}}\right|^{2} \sum_{r \in \mathbb{Z}^{d} \backslash\{0\}} \frac{c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\circ}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{c_{\boldsymbol{k}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)} & \text { for } \hat{d}_{\boldsymbol{k}}:=\frac{1}{c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)} . \tag{2.11}
\end{array}
$$

Proof. The term $f(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})=\mathcal{T}_{x} \hat{\boldsymbol{f}}-\mathcal{B}_{x} \mathcal{F} \mathcal{D} \hat{\boldsymbol{f}}$ is given in (2.6). We obtain

$$
\|f-\tilde{f}\|_{2}^{2}=\sum_{k \in \mathcal{I}_{M_{\mathrm{o}}}}\left|\hat{f}_{\boldsymbol{k}}-\hat{g}_{\boldsymbol{k}} c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right|^{2}+\sum_{\boldsymbol{k} \in \mathcal{I}_{M_{\mathrm{o}}} \backslash \mathcal{I}_{M}}\left|\hat{g}_{\boldsymbol{k}} c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right|^{2}+\sum_{k \in \mathcal{I}_{M_{\mathrm{o}}}} \sum_{r \in \mathbb{Z}^{d} \backslash\{0\}} \hat{g}_{\boldsymbol{k}}^{2} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right) .
$$

In order to minimize this error we have to set $\hat{g}_{\boldsymbol{k}}=0$ for $\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}_{\circ}} \backslash \mathcal{I}_{M}$, i.e., the choice of $\hat{g}_{\boldsymbol{k}}$ via (2.7) is reasonable. We get

$$
\begin{equation*}
\|f-\tilde{f}\|_{2}^{2}=\sum_{\boldsymbol{k} \in \mathcal{I}_{M}}\left|\hat{f}_{\boldsymbol{k}}\right|^{2}\left(1-\hat{d}_{\boldsymbol{k}} c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right)^{2}+\sum_{\boldsymbol{k} \in \mathcal{I}_{M}}\left|\hat{f}_{\boldsymbol{k}}\right|^{2} \sum_{r \in \mathbb{Z}^{d} \backslash\{\mathbf{0}\}} \hat{d}_{\boldsymbol{k}}^{2} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}\left(\tilde{\varphi}_{\mathrm{t}}\right) \tag{2.12}
\end{equation*}
$$

Now, it is easy to determine the optimal coefficients $\hat{d}_{k}$ by differentiating with respect to $\hat{d}_{k}$ and setting the result equal to zero for each $\boldsymbol{k}$. We obtain

$$
\begin{aligned}
0 & =-2 c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\left(1-\hat{d}_{\boldsymbol{k}} c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right)+2 \hat{d}_{\boldsymbol{k}} \sum_{r \in \mathbb{Z}^{d} \backslash\{\mathbf{0}\}} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\circ}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right) \\
& =-2 c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)+2 \hat{d}_{\boldsymbol{k}} \sum_{r \in \mathbb{Z}^{d}} c_{\boldsymbol{k}+\boldsymbol{r} \odot M_{\circ}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right) . \\
\Longleftrightarrow \hat{d}_{\boldsymbol{k}} & =\frac{c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{\sum_{r \in \mathbb{Z}^{d}} c_{\boldsymbol{k}+\boldsymbol{r} \odot M_{\circ}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)} .
\end{aligned}
$$

Inserting the obtained coefficients $\hat{d}_{k}$ into (2.12) we obtain (2.10). Following the standard approach (2.8) we end up with (2.11).

For the adjoint problem we easily compute

$$
\int_{\mathbb{T}^{d}}\left|\mathcal{T}^{*} y-\mathcal{D}^{*} \mathcal{F}^{*} \mathcal{B}_{\boldsymbol{x}}^{*} y\right|^{2} \mathrm{~d} \boldsymbol{x}=|y|^{2} \sum_{\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}}}\left(1-\hat{d}_{\boldsymbol{k}} c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right)^{2}+|y|^{2} \sum_{\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}}} \sum_{\boldsymbol{r} \in \mathbb{Z}^{d} \backslash\{\mathbf{0}\}} \hat{d}_{\boldsymbol{k}}^{2} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}\left(\tilde{\varphi}_{\mathrm{t}}\right) .
$$

Obviously, we obtain the same optimal deconvolution coefficients $\hat{d}_{k}$.

Remark 2.2. The resulting error measured in the $\mathcal{L}_{2}$-norm, see (2.10) or (2.11), strongly depends on the given Fourier coefficients $\hat{f}_{k}$. The window specific error terms are supposed to show significantly different dependencies on the indices $\boldsymbol{k}$ for differing window functions. Thus, the optimal window function may also strongly depend on the properties of the given Fourier coefficients.
As an example, an optimization of the window function in terms of a worst case analysis, see [13] for instance, seems ideally suited in the case that the Fourier coefficients are all of a
comparable size or of a random structure. In contrast, if the Fourier coefficients have a very special structure, e.g. they are known to be subject to a very rapid decrease, we suppose that a more adapted optimization of the window function can lead to substantially better results.

In the typical case that $\left|c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right| \ll\left|c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)\right|$ for $\boldsymbol{r} \neq \mathbf{0}$ the two deconvolution approaches (2.8) and (2.9) are more or less equivalent since

$$
\frac{c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{\sum_{\boldsymbol{r} \in \mathbb{Z}^{d}} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)} \approx \frac{c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{c_{\boldsymbol{k}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}=\frac{1}{c_{\boldsymbol{k}}\left(\tilde{\varphi}_{\mathrm{t}}\right)} .
$$

The NFFT algorithm as described above requires $\mathcal{O}\left(\left|\mathcal{I}_{M_{\mathrm{o}}}\right| \log \left|\mathcal{I}_{M_{\mathrm{o}}}\right|+m^{d} N\right)$ arithmetic operations and can be summarized as follows.

Algorithm 1 (NFFT).
Input: nodes $\boldsymbol{x}_{j} \in \mathbb{T}^{d}(j=1, \ldots, N)$, coefficients $\hat{f}_{\boldsymbol{k}} \in \mathbb{C}\left(\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}}, \boldsymbol{M} \in 2 \mathbb{N}^{d}\right)$, oversampling factor $\sigma \in \mathbb{R}^{d}, \sigma \geq \mathbf{1}$.
i) (De-)convolution in Fourier domain:

Define the factors $\hat{d}_{\boldsymbol{k}} \in \mathbb{C}$ for all $\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}}$, e.g., as given in (2.8) or (2.9).
Set $\hat{g}_{\boldsymbol{k}}:=\hat{d}_{\boldsymbol{k}} \hat{f}_{\boldsymbol{k}}$ for all $\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}}$ and $\hat{g}_{\boldsymbol{k}}:=0$ for $\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}_{\circ}} \backslash \mathcal{I}_{\boldsymbol{M}}$.
Complexity: $\mathcal{O}\left(\left|\mathcal{I}_{M}\right|\right)$.
ii) Use the (inverse) FFT for the computation of the coefficients

$$
g_{\boldsymbol{l}}=\frac{1}{\left|\mathcal{I}_{M_{\mathrm{o}}}\right|} \sum_{\boldsymbol{k} \in \mathcal{I}_{\boldsymbol{M}_{\mathrm{\circ}}}} \hat{g}_{\boldsymbol{k}} \mathrm{e}^{-2 \pi \mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{l} \odot \boldsymbol{M}_{\mathrm{\circ}}^{-1}\right)}, \boldsymbol{l} \in \mathcal{I}_{\boldsymbol{M}_{\mathrm{\circ}}}
$$

Complexity: $\mathcal{O}\left(\left|\mathcal{I}_{M_{\mathrm{o}}}\right| \log \left|\mathcal{I}_{M_{\mathrm{o}}}\right|\right)$.
iii) Convolution in spatial domain: Compute

$$
f\left(\boldsymbol{x}_{j}\right) \approx \tilde{f}\left(\boldsymbol{x}_{j}\right):=\sum_{\boldsymbol{l} \in \mathcal{I}_{\boldsymbol{M}_{\mathrm{o}}}} g_{\boldsymbol{l}} \tilde{\varphi}_{\mathrm{t}}\left(\boldsymbol{x}_{j}-\boldsymbol{l} \odot \boldsymbol{M}_{\mathrm{o}}^{-1}\right)
$$

for all $j=1, \ldots, N$.
Complexity: $\mathcal{O}\left(m^{d} N\right)$.
Output: $\tilde{f}\left(\boldsymbol{x}_{j}\right) \approx f\left(\boldsymbol{x}_{j}\right)$ for $j=1, \ldots, N$.
Using a matrix-vector notation, i.e., considering the matrix representations of the operators introduced in Remark 2.1, we write

$$
\boldsymbol{f}=\boldsymbol{A} \hat{\boldsymbol{f}} \approx \boldsymbol{B F} \boldsymbol{D} \hat{\boldsymbol{f}}=: \tilde{\boldsymbol{f}}
$$

where we define the vectors $\boldsymbol{f}:=\left[f\left(\boldsymbol{x}_{j}\right)\right]_{j=1}^{N} \in \mathbb{C}^{N}, \tilde{\boldsymbol{f}}:=\left[\tilde{f}\left(\boldsymbol{x}_{j}\right)\right]_{j=1}^{N} \in \mathbb{C}^{N}$ and $\hat{\boldsymbol{f}}:=\left[\hat{f}_{\boldsymbol{k}}\right]_{\boldsymbol{k} \in \mathcal{I}_{M}} \in$ $\mathbb{C}^{\left|\mathcal{I}_{M}\right|}$. The matrix $\boldsymbol{D}$ is a diagonal matrix with entries $\hat{d}_{\boldsymbol{k}}$ and $0, \boldsymbol{F}$ is the matrix representing the $d$-dimensional inverse FFT of size $\left|\mathcal{I}_{M_{\circ}}\right|$ and $\boldsymbol{B}$ is a block band matrix, assumed that the nodes $\boldsymbol{x}_{j}$ are correspondingly ordered, with entries $\tilde{\varphi}_{\mathrm{t}}\left(\boldsymbol{x}_{j}-\boldsymbol{l} \odot \boldsymbol{M}_{\mathrm{o}}{ }^{-1}\right)$.

The matrix-vector form of the adjoint NFFT is simply obtained by adjoining the matrix representing the NFFT algorithm, i.e., we have

$$
\boldsymbol{h}=\boldsymbol{A}^{*} \boldsymbol{f} \approx \boldsymbol{D}^{*} \boldsymbol{F}^{*} \boldsymbol{B}^{*} \boldsymbol{f}
$$

where $\boldsymbol{h}:=[h(\boldsymbol{k})]_{\boldsymbol{k} \in \mathcal{I}_{M}}$. Thus, the derivation of the algorithm is straightforward, see $[23,16]$.

## 3 Window functions and error estimates

There are many possible choices for an NFFT window function. In this section we aim to derive accurate bounds for the above derived error in the $\mathcal{L}_{2}$-norm, which can be evaluated in a fast way. For simplicity we restrict our considerations to the univariate case.

In order to predict the resulting NFFT approximation error measured in the $\mathcal{L}_{2}$-norm, see (2.10) and (2.11), we have to evaluate the sums

$$
\sum_{r \in \mathbb{Z} \backslash\{0\}} \frac{c_{k+r \sigma M}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{c_{k}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}
$$

for all $k=-M / 2, \ldots, M / 2-1$. In most cases these sums are not known analytically. Thus, it seems reasonable to derive upper bounds by estimating the infinite remainders. Based on this, an upper bound for the overall error is obtained.

In order to get very precise error bounds we only consider window functions for which the Fourier coefficients of the truncated window are known analytically. We will see that the derived error bounds enable a very precise prediction of the occurrent errors. This can be applied in order to develop an automatic parameter tuning, as we describe later on in more detail. The numerical experiments presented in this section have been done with MATLAB.

### 3.1 Cardinal B-Splines

We define the centered cardinal B-splines by

$$
\begin{aligned}
B_{1}(x) & := \begin{cases}1 & : x \in[-1 / 2,1 / 2), \\
0 & : \mathrm{else}\end{cases} \\
B_{n+1}(x) & :=\left(B_{n} * B_{1}\right)(x),
\end{aligned}
$$

where we denote by $*$ the convolution operator on $\mathbb{R}$. The cardinal B-spline of order $n$ is compactly supported with $\operatorname{supp} B_{n}=[-n / 2, n / 2]$ and the Fourier transform is given by

$$
\hat{B}_{n}(\xi)=\operatorname{sinc}^{n}(\pi \xi)
$$

where we define the sinc function

$$
\operatorname{sinc}(x):= \begin{cases}\frac{\sin x}{x} & : x \neq 0 \\ 1 & : x=0\end{cases}
$$

If we define the window function $\varphi$ via

$$
\varphi(x):=B_{2 m}(\sigma M x) \quad \text { with } \quad \operatorname{supp}(\varphi)=\left[-\frac{m}{\sigma M}, \frac{m}{\sigma M}\right]
$$

cf. [1, 22], the corresponding Fourier coefficients read as

$$
c_{k}(\tilde{\varphi})=\frac{1}{\sigma M} \operatorname{sinc}^{2 m}\left(\frac{\pi k}{\sigma M}\right)
$$

In the following we denote by

$$
\Phi_{n}(x):=\sum_{r \in \mathbb{Z}} B_{n}(r) x^{r}=B_{n}(0)+\sum_{r=1}^{\infty} B_{n}(r)\left(x^{r}+x^{-r}\right)
$$

the well know Euler-Frobenius functions [24]. The Fourier coefficients of the cardinal B-spline $\hat{B}_{n}(k)$ fulfill the relation, see [2, page 135] and [21],

$$
\begin{equation*}
\sum_{r \in \mathbb{Z}}\left|\hat{B}_{n}(k+r)\right|^{2}=\Phi_{2 n}\left(\mathrm{e}^{-2 \pi \mathrm{i} k}\right)=B_{2 n}(0)+2 \sum_{r=1}^{\infty} B_{2 n}(r) \cos (2 \pi k r) \tag{3.1}
\end{equation*}
$$

Applying (3.1) we end up with

$$
\sum_{r \in \mathbb{Z}} c_{k+r \sigma M}^{2}(\tilde{\varphi})=\frac{1}{\sigma^{2} M^{2}} \sum_{r \in \mathbb{Z}} \hat{B}_{2 m}^{2}\left(\frac{k}{\sigma M}+r\right)=\frac{1}{\sigma^{2} M^{2}} \Phi_{4 m}\left(\mathrm{e}^{-2 \pi \mathrm{i} k / \sigma M}\right)
$$

Especially for the introduced B-spline window it is easy to derive an upper bound for the sums

$$
\sum_{r \in \mathbb{Z} \backslash\{0\}} \frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})}
$$

Utilizing $\sin ^{2}(x+r \pi)=\sin ^{2} x$ and estimating the infinite sum by an integral we obtain [25]

$$
\begin{equation*}
\sum_{r \in \mathbb{Z} \backslash\{0\}} \frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})}=\sum_{r \in \mathbb{Z} \backslash\{0\}}\left(\frac{\frac{k}{\sigma M}}{\frac{k}{\sigma M}+r}\right)^{4 m} \leq \frac{8 m}{4 m-1}\left(\frac{\frac{|k|}{\sigma M}}{\frac{|k|}{\sigma M}-1}\right)^{4 m} \tag{3.2}
\end{equation*}
$$

which can be evaluated in a numerically stable way. In contrast, the evaluation via

$$
\sum_{r \in \mathbb{Z} \backslash\{0\}} \frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})}=\frac{\Phi_{4 m}\left(\mathrm{e}^{-2 \pi \mathrm{i} k / \sigma M}\right)-\operatorname{sinc}^{4 m}\left(\frac{\pi k}{\sigma M}\right)}{\operatorname{sinc}^{4 m}\left(\frac{\pi k}{\sigma M}\right)}
$$

seems numerically unstable. The error terms obtained by using the $\mathcal{L}_{2}$-optimized coefficients $\hat{d}_{k}$ can be estimated by

$$
\begin{align*}
\frac{\sum_{r \in \mathbb{Z} \backslash\{0\}} c_{k+r \sigma M}^{2}(\tilde{\varphi})}{\sum_{r \in \mathbb{Z}} c_{k+r \sigma M}^{2}(\tilde{\varphi})} & =\frac{1}{\sum_{r \in \mathbb{Z}} \frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})}} \sum_{r \in \mathbb{Z} \backslash\{0\}} \frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})} \\
& =\frac{\operatorname{sinc}^{4 m}\left(\frac{\pi k}{\sigma M}\right)}{\Phi_{4 m}\left(\mathrm{e}^{-2 \pi \mathrm{i} k / \sigma M}\right)} \sum_{r \in \mathbb{Z} \backslash\{0\}} \frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})} \\
& <\frac{\operatorname{sinc}^{4 m}\left(\frac{\pi k}{\sigma M}\right)}{\Phi_{4 m}\left(\mathrm{e}^{-2 \pi \mathrm{i} k / \sigma M}\right)} \frac{8 m}{4 m-1}\left(\frac{\frac{|k|}{\sigma M}}{\frac{|k|}{\sigma M}-1}\right)^{4 m} \tag{3.3}
\end{align*}
$$

In general the single error terms for the optimized deconvolution approach are smaller than those obtained by the standard approach by the factors

$$
\frac{1}{\sum_{r \in \mathbb{Z}} \frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})}}=\frac{1}{1+\sum_{r \in \mathbb{Z} \backslash\{0\}} \frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})}} \leq 1
$$

For the B-spline window we have equality for $k=0$, see (3.2). A lower bound of the prefactors is given by

$$
\frac{1}{1+\sum_{r \in \mathbb{Z} \backslash\{0\}} \frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})}} \geq \frac{1}{1+\frac{8 m}{4 m-1}\left(\frac{|k| / \sigma M}{|k| / \sigma M-1}\right)^{4 m}} \stackrel{|k|}{\sigma M}=\frac{1}{2} \frac{1}{1+\frac{8 m}{4 m-1}}=\frac{4 m-1}{12 m-1} \approx \frac{1}{3}
$$

i.e., we can at best reduce the overall error by a factor of 3 .

Especially if oversampling is applied, i.e., $\sigma>1$, or if the coefficients $\hat{f}_{k}$ are comparatively small for $|k| / \sigma M \approx 1 / 2$, we expect only insignificant improvements by using the optimized coefficients (2.9). We illustrate this by the following example.

Example 3.1. We compare the results of the above described error estimates for two different choices of $\hat{f}_{k}$. We set $M:=64$ and choose

$$
\begin{equation*}
\hat{f}_{k}:=\frac{1}{1+k^{2}} \quad \text { for } k \in \mathcal{I}_{64} \tag{3.4}
\end{equation*}
$$

as a first example and

$$
\begin{equation*}
\hat{f}_{k}:=\mathrm{e}^{-(k / 5)^{2}} \quad \text { for } k \in \mathcal{I}_{64} \tag{3.5}
\end{equation*}
$$

in a second test. Note the difference between the two examples. The coefficients $\hat{f}_{k}$ as given in (3.5) tend to zero exponentially fast, i.e., for large values of $k$ the factors $\hat{f}_{k}$ only have an insignificant influence on the overall error. In contrast, the coefficients given in (3.4) tend to zero very slowly.

In Figure 3.1 we plot the estimate of $\|f-\tilde{f}\|_{2}^{2}$ with respect to $m$ for the two different settings. We have

$$
\|f-\tilde{f}\|_{2}^{2}< \begin{cases}\frac{8 m}{4 m-1} \sum_{k \in \mathcal{I}_{M}}\left|\hat{f}_{k}\right|^{2}\left(\frac{\frac{|k|}{\sigma M}}{\frac{|k|}{\sigma M}-1}\right)^{4 m} & : \hat{d}_{k} \text { via (2.8), }  \tag{3.6}\\ \frac{8 m}{4 m-1} \sum_{k \in \mathcal{I}_{M}}\left|\hat{f}_{k}\right|^{2} \frac{\left(\operatorname{sinc} \frac{\pi k}{\sigma M}\right)^{4 m}}{\Phi_{4 m}\left(\mathrm{e}^{-2 \pi i k / \sigma M}\right)}\left(\frac{\frac{|k|}{\sigma M}}{\frac{|k|}{\sigma M}-1}\right)^{4 m} & : \hat{d}_{k} \text { via (2.9). }\end{cases}
$$

For the coefficients (3.4) we observe that the error can be somewhat reduced by using the optimized coefficients (2.9) in the case $\sigma=1$. Already for a small oversampling factor $\sigma=5 / 4$ the errors are almost the same. In the case that the very fast decreasing coefficients (3.5) are given, already for $\sigma=1$ no difference between the two approaches can be seen.


Figure 3.1: Estimated errors (3.6) for different values of $m$ and $\sigma$. We set $\hat{f}_{k}:=\left(1+k^{2}\right)^{-1}$, $k \in \mathcal{I}_{64}$, (left) and $\hat{f}_{k}:=\mathrm{e}^{-(k / 5)^{2}}, k \in \mathcal{I}_{64}$, (right). We plot the error terms for the two different approaches to set the deconvolution coefficients $\hat{d}_{k}$ (variant 1 (o): define $\hat{d}_{k}$ by (2.8), variant $2(*)$ : set $\hat{d}_{k}$ as given in (2.9)).

### 3.2 Modified B-spline window

We introduce a shape parameter $b \in 1 / 2 \mathbb{N}=\{1 / 2,1,3 / 2,2, \ldots\}$ and define the modified B-spline window function $\varphi$ by

$$
\varphi(x):=B_{2 b}\left(\frac{\sigma M b}{m} x\right) .
$$

As for the standard B-spline window we have $\operatorname{supp}(\varphi)=[-m / \sigma M, m / \sigma M]$, but we also allow a different order of the B-spline, which is $2 b$. The Fourier coefficients of the periodic version $\tilde{\varphi}$ are given by

$$
c_{k}(\tilde{\varphi})=\frac{m}{\sigma M b} \operatorname{sinc}^{2 b}\left(\frac{m \pi k}{\sigma M b}\right) .
$$

For $b=m$ we are in the case of the standard B-spline window and can apply the error estimation described in the previous section.
In the following we restrict our considerations to the case $b>m / 2$, since

- for $b \leq m / 2$ some Fourier coefficients may be equal to zero. As an example, if we set $b:=m / 2, \sigma=1$ then $c_{M / 2+r \sigma M}(\tilde{\varphi})=0$ for all $r \in \mathbb{Z}$, i.e., the deconvolution coefficients (2.8) and (2.9) are not defined.
- In addition it is easy to see that for $b=m / 2$ we obtain a larger error than for the standard case, where $b=m$. For each $r \in \mathbb{Z} \backslash\{0\}$ we have

$$
\frac{c_{k+r \sigma M}^{2}(\tilde{\varphi})}{c_{k}^{2}(\tilde{\varphi})} \stackrel{\frac{m}{b} \in \mathbb{N}}{=}\left(\frac{\frac{k}{\sigma M}}{\frac{k}{\sigma M}+r}\right)^{4 b} \stackrel{b=\frac{m}{2}}{=}\left(\frac{\frac{k}{\sigma M}}{\frac{k}{\sigma M}+r}\right)^{2 m} \geq\left(\frac{\frac{k}{\sigma M}}{\frac{k}{\sigma M}+r}\right)^{4 m} .
$$

If $b>m / 2$ and $b \neq m$ we cannot exploit the periodicity of $\sin ^{2}(\cdot)$. We proceed as follows. For some $R_{k} \in \mathbb{N}$ we obtain

$$
\begin{aligned}
\sum_{r \in \mathbb{Z} \backslash\{0\}} c_{k+r \sigma M}^{2}(\tilde{\varphi}) & =\frac{m^{2}}{\sigma^{2} M^{2} b^{2}} \sum_{r \in \mathbb{Z} \backslash\{0\}} \operatorname{sinc}^{4 b}\left(\frac{m \pi}{b}\left[\frac{k}{\sigma M}+r\right]\right) \\
& \leq \frac{m^{2}}{\sigma^{2} M^{2} b^{2}}\left(\sum_{0<|r| \leq R_{k}} \operatorname{sinc}^{4 b}\left(\frac{m \pi}{b}\left[\frac{k}{\sigma M}+r\right]\right)+\sum_{|r|>R_{k}} \frac{1}{\left(\frac{m \pi}{b}\right)^{4 b}\left(\frac{k}{\sigma M}+r\right)^{4 b}}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\sum_{|r|>R_{k}} \frac{1}{\left(\frac{k}{\sigma M}+r\right)^{4 b}} & <\int_{R_{k}}^{\infty} \frac{\mathrm{d} r}{\left(\frac{k}{\sigma M}+r\right)^{4 b}}+\int_{R_{k}}^{\infty} \frac{\mathrm{d} r}{\left(\frac{k}{\sigma M}-r\right)^{4 b}} \\
& =\frac{1}{4 b-1}\left(\frac{1}{\left(\frac{k}{\sigma M}+R_{k}\right)^{4 b-1}}-\frac{1}{\left(\frac{k}{\sigma M}-R_{k}\right)^{4 b-1}}\right) .
\end{aligned}
$$

In summary we have

$$
\sum_{r \in \mathbb{Z} \backslash\{0\}} c_{k+r \sigma M}^{2}(\tilde{\varphi})<s\left(\frac{k}{\sigma M}\right),
$$

where we set

$$
s\left(\frac{k}{\sigma M}\right):=\frac{m^{2}}{\sigma^{2} M^{2} b^{2}}\left(\sum_{0<|r| \leq R_{k}} \operatorname{sinc}^{4 b}\left(\frac{m \pi}{b}\left[\frac{k}{\sigma M}+r\right]\right)+\frac{\left(\frac{k}{\sigma M}+R_{k}\right)^{1-4 b}-\left(\frac{k}{\sigma M}-R_{k}\right)^{1-4 b}}{\left(\frac{m \pi}{b}\right)^{4 b}(4 b-1)}\right)
$$

for some $R_{k} \in \mathbb{N}$. In order to get a precise estimate we start with $R_{k}:=1$ and increase $R_{k}$ step by step until the remainder

$$
\frac{m^{2}}{\sigma^{2} M^{2} b^{2}} \frac{\left(\frac{k}{\sigma M}+R_{k}\right)^{1-4 b}-\left(\frac{k}{\sigma M}-R_{k}\right)^{1-4 b}}{\left(\frac{m \pi}{b}\right)^{4 b}(4 b-1)}
$$

is comparatively small.
In order to estimate the sums

$$
\frac{\sum_{r \in \mathbb{Z} \backslash\{0\}} c_{k+r \sigma M}^{2}(\tilde{\varphi})}{\sum_{r \in \mathbb{Z}} c_{k+r \sigma M}^{2}(\tilde{\varphi})}
$$

we use (3.3) in the case $b=m$. Otherwise we exploit that a function of the form $f(y)=\frac{y}{c^{2}+y}$ is monotonically increasing and obtain

$$
\begin{equation*}
\frac{\sum_{r \in \mathbb{Z} \backslash\{0\}} c_{k+r \sigma M}^{2}(\tilde{\varphi})}{\sum_{r \in \mathbb{Z}} c_{k+r \sigma M}^{2}(\tilde{\varphi})}<\frac{s\left(\frac{k}{\sigma M}\right)}{c_{k}^{2}(\tilde{\varphi})+s\left(\frac{k}{\sigma M}\right)} \tag{3.7}
\end{equation*}
$$

Example 3.2. We consider the case $m=4$. For different shape parameters $b \in 1 / 2 \mathbb{N}$, we plot the above derived estimates of the terms

$$
\begin{equation*}
\frac{\sum_{r \in \mathbb{Z} \backslash\{0\}} c_{k+r \sigma M}^{2}(\tilde{\varphi})}{\sum_{r \in \mathbb{Z}} c_{k+r \sigma M}^{2}(\tilde{\varphi})}=\frac{\sum_{r \in \mathbb{Z} \backslash\{0\}} \operatorname{sinc}^{4 b}\left(\frac{m \pi}{b}\left[\frac{k}{\sigma M}+r\right]\right)}{\sum_{r \in \mathbb{Z}} \operatorname{sinc}^{4 b}\left(\frac{m \pi}{b}\left[\frac{k}{\sigma M}+r\right]\right)} \tag{3.8}
\end{equation*}
$$

in Figure 3.2. Since we only expect small differences between the two deconvolution approaches as well as for overview purposes we only plot the error terms for the $\mathcal{L}_{2}$ optimized deconvolution variant.

It seems not reasonable to use a shape parameter $b>m$ since the error terms are larger than in the case $b=m$ for all $k$. Depending on the given coefficients $\hat{f}_{k}$ and the chosen oversampling factor, a shape parameter $b \in\{5 / 2,3,7 / 2,4\}$ is supposed to be optimal.

Example 3.3. We consider again the two sets of Fourier coefficients as given in (3.4) as well as (3.5). We estimate the quadratic error $\|f-\tilde{f}\|_{2}^{2}$ as described above for $m \in\{4,8\}$, where we choose different shape parameters $b \in 1 / 2 \mathbb{N}$ and oversampling factors $\sigma$. We plot the results in Figure 3.3. For the slowly decreasing factors (3.4) a shape parameter $b<m$ is optimal in most cases, i.e., we obtain smaller errors than for the standard B-spline window, where $b=m$. In contrast, for the very fast decreasing coefficients (3.5) the minimal error is in most cases obtained by setting $b=m$. As expected, we only see small differences between the two deconvolution schemes.

In summary, we conjecture that in general a shape parameter $b \in 1 / 2 \mathbb{N}: m / 2<b \leq m$ is optimal, i.e., we can reduce the error in certain cases by using a B-spline of a lower order while keeping the support constant. The optimal value for the shape parameter strongly depends on the given Fourier coefficients. The numerical examples show that especially for slowly decreasing or also randomly structured coefficients the error is reduced significantly by adjusting the order of the B-spline appropriately.


Figure 3.2: Estimated error terms (3.8) for $m=4$ and different shape parameters $b$. We plot the results with respect to $\frac{|k|}{\sigma M} \in[0,1 / 2]$.


Figure 3.3: Estimate of $\|f-\tilde{f}\|_{2}^{2}$ for the modified B-spline window, where we consider the sets of Fourier coefficients $\hat{f}_{k}$ given in (3.4) as well as (3.5) (top down). We plot the error with respect to the shape parameter $b$, where we set $m=4$ (left) and $m=8$ (right), for different oversampling factors $\sigma$. We compare the error terms for the two different approaches to set $\hat{d}_{k}$ (variant $1(0)$ : define $\hat{d}_{k}$ by (2.8), variant $2(*)$ : set $\hat{d}_{k}$ as given in (2.9)).

### 3.3 Bessel window

In the following we consider a window function which is constructed based on the KaiserBessel NFFT window as introduced in [22, Appendix]. In order to get a window function $\varphi$ with compact support we interchange the roles of time and frequency domain. We refer to the resulting function as the $\operatorname{Bessel}\left(I_{0}\right)$ window function, cf. [19], which is also found under the name Kaiser-Bessel function in the literature [15, 8, 12].
For some shape parameter $b>0$ we define the Bessel window function by

$$
\varphi(x):=\frac{1}{2} \begin{cases}I_{0}\left(b \sqrt{m^{2}-\sigma^{2} M^{2} x^{2}}\right) & :|x| \leq \frac{m}{\sigma M}, \\ 0 & : \text { else },\end{cases}
$$

where $I_{0}$ denotes the modified zero-order Bessel function. The corresponding Fourier coefficients are of the form

$$
c_{k}(\tilde{\varphi})=\frac{1}{\sigma M} \begin{cases}\frac{\sinh \left(m \sqrt{b^{2}-4 \pi^{2} k^{2} /\left(\sigma^{2} M^{2}\right)}\right)}{\sqrt{b^{2}-4 \pi^{2} k^{2} /\left(\sigma^{2} M^{2}\right)}} & :|k| \leq \frac{\sigma M b}{2 \pi}, \\ m \operatorname{sinc}\left(m \sqrt{4 \pi^{2} k^{2} /\left(\sigma^{2} M^{2}\right)-b^{2}}\right) & : \text { else },\end{cases}
$$

and tend to zero only with order 1 , since $\varphi$ is not continuous in $x= \pm m / \sigma M$.
The error sums $\sum_{r \in \mathbb{Z} \backslash\{0\}} c_{k+r \sigma M}^{2}(\tilde{\varphi})$ can be estimated as follows. For $R_{k}>\frac{|k|}{\sigma M}+\frac{b}{2 \pi}$ we have

$$
\begin{aligned}
\sum_{r \in \mathbb{Z} \backslash\{0\}} c_{k+r \sigma M}^{2}(\tilde{\varphi}) & =\sum_{1<|r| \leq R_{k}} c_{k+r \sigma M}^{2}(\tilde{\varphi})+\frac{m^{2}}{\sigma^{2} M^{2}} \sum_{r=R_{k}+1}^{\infty} \operatorname{sinc}^{2}\left(m \sqrt{4 \pi^{2}(|k| / \sigma M \pm r)^{2}-b^{2}}\right) \\
& \leq \sum_{1<|r| \leq R_{k}} c_{k+r \sigma M}^{2}(\tilde{\varphi})+\frac{1}{\sigma^{2} M^{2}} \sum_{r=R_{k}+1}^{\infty} \frac{1}{4 \pi^{2}(|k| / \sigma M \pm r)^{2}-b^{2}} \\
& <\sum_{1<|r| \leq R_{k}} c_{k+r \sigma M}^{2}(\tilde{\varphi})+\frac{1}{\sigma^{2} M^{2}} \int_{R_{k}}^{\infty} \frac{\mathrm{d} r}{4 \pi^{2}(|k| / \sigma M \pm r)^{2}-b^{2}},
\end{aligned}
$$

where the integrals can be computed by

$$
\begin{align*}
\int_{R_{k}}^{\infty} \frac{\mathrm{d} r}{4 \pi^{2}(|k| / \sigma M \pm r)^{2}-b^{2}} & =\frac{1}{2 \pi}\left(\int_{2 \pi\left(|k| / \sigma M+R_{k}\right)}^{\infty}+\int_{-\infty}^{2 \pi\left(|k| / \sigma M-R_{k}\right)}\right) \frac{\mathrm{d} r}{r^{2}-b^{2}} \\
& =\frac{\ln \left|\frac{2 \pi\left(|k| / \sigma M-R_{k}\right)-b}{2 \pi\left(|k| / \sigma M-R_{k}\right)+b}\right|+\ln \left|\frac{2 \pi\left(|k| / / M+R_{k}\right)+b}{2 \pi\left(|k| / \sigma M+R_{k}\right)-b}\right|}{4 \pi b} . \tag{3.9}
\end{align*}
$$

In order to get a precise estimate we suggest to proceed as follows, cf. Section 3.2. We start with $R_{k}:=\left\lceil\frac{|k|}{\sigma M}+\frac{b}{2 \pi}\right\rceil$ and increase $R_{k}$ step by step until the remainder (3.9) is comparatively small.

If we define the coefficients $\hat{d}_{k}$ via (2.8) then

$$
s(k / \sigma M):=\sum_{1<|r| \leq R_{k}} c_{k+r \sigma M}^{2}(\tilde{\varphi})+\frac{1}{\sigma^{2} M^{2}} \frac{\ln \left|\frac{2 \pi\left(|k|{ }_{\sigma} M-R_{k}\right)-b}{2 \pi\left(|k| / \sigma M-R_{k}\right)+b}\right|+\ln \left|\frac{2 \pi\left(|k| / \sigma M+R_{k}\right)+b}{2 \pi\left(|k| \sigma M+R_{k}\right)-b}\right|}{4 \pi b}
$$

gives an upper bound for the corresponding error terms. In the case that we use the optimized coefficients (2.9) we apply (3.7).

Example 3.4. We investigate the behavior of the error in the $\mathcal{L}_{2}$-norm with respect to $b$. By default, the shape parameter $b$ is set to [22, Appendix]

$$
b_{0}:=2 \pi(1-1 / 2 \sigma) .
$$

If we choose $\sigma \in\{1,5 / 4\}$, for instance, we obtain the following standard values for $b$.

$$
b_{0}= \begin{cases}\pi \approx 3.14 & : \sigma=1 \\ \frac{6}{5} \pi \approx 3.77 & : \sigma=5 / 4 .\end{cases}
$$

In this example we consider again the two different sets of Fourier coefficients given in (3.4) and (3.5), respectively.
For the slowly decreasing coefficients (3.4) the estimated errors are plotted in Figure 3.4, first row. For $\sigma=1$ we can see a small difference in the errors obtained for the two different approaches to set $\hat{d}_{k}$. The optimal values for $b$ nearly coincide with the suggested default values $b_{0}$. The results for the coefficients (3.5) are depicted below. The predicted errors for the two variants to set $\hat{d}_{k}$ are nearly the same. On the other hand, we obtain considerably different optimal shape parameters.


Figure 3.4: Estimate of $\|f-\tilde{f}\|_{2}^{2}$ for the Bessel window, where we consider the sets of Fourier coefficients $f_{k}$ as given in (3.4) as well as (3.5) (top down). We plot the error with respect to the shape parameter $b$, where we set $m=3$ (left) and $m=6$ (right), for $\sigma \in\{1,5 / 4\}$. We compare the obtained errors for the two variants to set the coefficients $\hat{d}_{k}$ (variant 1 (o): define $\hat{d}_{k}$ by (2.8), variant $2(*)$ : set $\hat{d}_{k}$ as given in (2.9)).

### 3.4 Gaussian window function

For some shape parameter $b>0$ we define the Gaussian window function by $[5,22,9]$

$$
\varphi(x)=\frac{1}{\sqrt{\pi b}} \mathrm{e}^{-\sigma^{2} M^{2} x^{2} / b}
$$

The Fourier coefficients of the periodic version $\tilde{\varphi}$ are given by

$$
c_{k}(\tilde{\varphi})=\frac{1}{\sigma M} \mathrm{e}^{-b \pi^{2} k^{2} /\left(\sigma^{2} M^{2}\right)}
$$

and tend to zero exponentially fast in $k$. The Fourier coefficients of the truncated version $\tilde{\varphi}_{\mathrm{t}}:=\tilde{\varphi} \cdot \tilde{\chi}_{[-m / \sigma M, m / \sigma M]}$ can be expressed by

$$
\begin{aligned}
c_{k}\left(\tilde{\varphi}_{\mathrm{t}}\right)=\hat{\varphi}_{\mathrm{t}}(k) & =\frac{1}{\sqrt{\pi b}} \int_{-m / \sigma M}^{m / \sigma M} \mathrm{e}^{-\sigma^{2} M^{2} x^{2} / b^{2}} \mathrm{e}^{2 \pi \mathrm{i} k x} \mathrm{~d} x \\
& =\frac{\mathrm{e}^{-b \pi^{2} k^{2} /\left(\sigma^{2} M^{2}\right)}}{\sqrt{\pi b}} \int_{-m / \sigma M}^{m / \sigma M} \mathrm{e}^{-[\sigma M x / \sqrt{b}-\mathrm{i} \pi k \sqrt{b}(\sigma M)]^{2}} \mathrm{~d} x \\
& =\frac{\mathrm{e}^{-b \pi^{2} k^{2} /\left(\sigma^{2} M^{2}\right)}}{2 \sigma M}\left[\operatorname{erf}\left(\frac{m}{\sqrt{b}}+\mathrm{i} \frac{\pi k \sqrt{b}}{\sigma M}\right)+\operatorname{erf}\left(\frac{m}{\sqrt{b}}-\mathrm{i} \frac{\pi k \sqrt{b}}{\sigma M}\right)\right] \\
& =\frac{\mathrm{e}^{-b \pi^{2} k^{2} /\left(\sigma^{2} M^{2}\right)}}{\sigma M} \operatorname{Re}\left[\operatorname{erf}\left(\frac{m}{\sqrt{b}}+\mathrm{i} \frac{\pi k \sqrt{b}}{\sigma M}\right)\right],
\end{aligned}
$$

where we denote by erf the well known error function. In contrast to $c_{k}(\tilde{\varphi})$ the Fourier coefficients of the truncated Gaussian tend to zero only with order 1 , since the corresponding window function $\varphi_{\mathrm{t}}$ is not continuous in $x= \pm m / \sigma M$.
Example 3.5. We consider the following three possibilities to set $\hat{d}_{k}$ and give some comparisons for the Gaussian window function.

$$
\|f-\tilde{f}\|_{2}^{2}=\sum_{k \in \mathcal{I}_{M}}\left|\hat{f}_{k}\right|^{2} \cdot \begin{cases}\sum_{r \in \mathbb{Z}\{0\}} \frac{c_{k+r \sigma M}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{\sum_{k}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)} & : \hat{d}_{k} \text { via }(2.8), \\ \frac{r \in \sum_{\{0\}} c_{k+r \sigma M}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{\sum_{r \in \mathbb{Z}} c_{k+r \sigma M}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)} & : \hat{d}_{k} \text { via }(2.9) . \\ \left(1-\frac{c_{k}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{c_{k}(\tilde{\varphi})}\right)^{2}+\sum_{r \in \mathbb{Z} \backslash\{0\}} \frac{c_{k+r \sigma}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{c_{k}^{2}(\tilde{\varphi})} & : \hat{d}_{k}=\frac{1}{c_{k}(\tilde{\varphi})}\end{cases}
$$

Commonly, the NFFT deconvolution step is done by using the Fourier coefficients $c_{k}(\tilde{\varphi})$ of the non truncated Gaussian. Since the convolution in spatial domain is actually done with a truncated Gaussian, it seems reasonable to use the Fourier coefficients of the truncated function, see Section 2. In order to compare the two approaches we also take into consideration the variant to set $\hat{d}_{k}:=c_{k}^{-1}(\tilde{\varphi})$.

Estimating the remainder of the series

$$
\sum_{r \in \mathbb{Z} \backslash\{0\}} c_{k+r \sigma M}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)=\sum_{0<|r| \leq R_{k}} c_{k+r \sigma M}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)+\sum_{|r|>R_{k}} c_{k+r \sigma M}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)
$$

after truncation proves to be rather difficult, which is due to the presence of the complex valued error function. Thus, we approximate the series by the first part, where we increase
$R_{k}$ step by step as long as the sum grows significantly. In order to evaluate the complex valued error function in MATLAB we use the Faddeeva package by Steven G. Johnson, see [14] for the implementation in C.

In the following we evaluate the above error terms for the Fourier coefficients given in (3.4) as well as in (3.5) for different shape parameters $b$. Again, we see that the optimal value for the shape parameter depends on both, the given coefficients $\hat{f}_{k}$ and the parameters used within the NFFT ( $m, \sigma$, definition of $\hat{d}_{k}$ ).

In many applications the shape parameter $b$ is chosen as follows

$$
b_{0}:=\frac{2 \sigma}{2 \sigma-1} \frac{m}{\pi},
$$

see $[25,4,9]$. For example, if we choose $m \in\{3,6\}$ combined with $\sigma \in\{1,5 / 4\}$ we obtain the values listed in Table 3.1.

$$
\begin{array}{c|c|c} 
& \sigma=1 & \sigma=5 / 4 \\
\hline m=3 & b_{0} \approx 1.91 & b_{0} \approx 1.59 \\
m=6 & b_{0} \approx 3.82 & b_{0} \approx 3.18
\end{array}
$$

Table 3.1: Value of $b_{0}$ for different combinations of $m$ and $\sigma$.
We evaluate the quadratic error $\|f-\tilde{f}\|_{2}^{2}$ for the given Fourier coefficients as described above for different parameter sets. For fixed $m$ and $\sigma$ the results are plotted in Figure 3.5. In most cases the optimal shape parameter differs from the standard values, which are given in Table 3.1. Which value for $b$ is optimal, obviously depends on the given Fourier coefficients $\hat{f}_{k}$ as well as on the chosen oversampling factor $\sigma$.

In general, better results are obtained by using the Fourier coefficients of the truncated Gauss window. For the coefficients (3.4) we obtain slightly better results by using the optimized factors (2.9) in the case $\sigma=1$. If the very rapidly decreasing coefficients (3.5) are given, the two variants (2.8) and (2.9) again produce almost the same errors, already for $\sigma=1$.

### 3.5 Comparison

In the previous section we investigated the error of the NFFT in the $\mathcal{L}_{2}$-norm. Some concrete examples showed that, especially in the case that the given Fourier coefficients do not decrease rapidly and $\sigma \approx 1$, the accuracy can be somewhat improved by using the optimized coefficients (2.9) within the NFFT (Algorithm 1).

The Bessel and also the Gaussian window function depend on a shape parameter $b$, which we aim to choose optimal for given Fourier coefficients. We also introduced the modified B-spline window involving a shape parameter, which allows us to choose the order of the Bspline independently from the support parameter $m$. The presented numerical examples show that in many cases the optimal values for the shape parameter differ from the corresponding default values, which are widely used. Thus, depending on the given Fourier coefficients the resulting errors can be significantly reduced by adjusting the shape parameter appropriately.

For a comparison of all introduced window functions, we consider again the two sets of Fourier coefficients (3.4) and (3.5). As described in the previous paragraphs, we estimate the quadratic error (2.10) for $m \in\{2, \ldots, 8\}$ and $\sigma \in\{1,5 / 4\}$. We plot the results in Figure 3.6, where for each $m$ we choose the shape parameter $b$ for which the predicted error is


Figure 3.5: Estimate of $\|f-\tilde{f}\|_{2}^{2}$ for the Gaussian window, where we consider the sets of Fourier coefficients $\hat{f}_{k}$ as given is (3.4) as well as (3.5) (top down). We plot the error with respect to the shape parameter $b$, where we set $m=3$ (left) and $m=6$ (right), for $\sigma \in\{1,5 / 4\}$. We compare the obtained errors for the three variants to set the coefficients $\hat{d}_{k}$ (variant 1 (o): $\hat{d}_{k}$ via (2.8), variant $2(*): \hat{d}_{k}$ via (2.9), variant $\left.3(\mathrm{x}): \hat{d}_{k}:=c_{k}^{-1}(\tilde{\varphi})\right)$.
minimal, see Figure 3.7 for the optimal shape parameters $b_{\text {opt }}$. We can see that the optimal shape parameters adopt significantly different values for the two considered sets of Fourier coefficients.

The Bessel window function yields the smallest error in most cases. For the fast decreasing coefficients (3.5) the B-spline window performs better in the case that the support parameter $m$ is very small.

## 4 Verification of the theoretical estimates

We use a simple implementation of the univariate NFFT with the introduced window functions in MATLAB in order to verify the theoretical estimates.

We revisit the examples presented in Section 3 and compare the theoretical error estimates with experimental measurements. We compute the sums

$$
\tilde{f}\left(x_{j}\right) \approx f\left(x_{j}\right)=\sum_{k \in \mathcal{I}_{M}} \hat{f}_{k} \mathrm{e}^{-2 \pi \mathrm{i} k x_{j}}, \quad j=1, \ldots, N,
$$

where we consider the two sets of Fourier coefficients (3.4) and (3.5), for $N=500$ randomly


Figure 3.6: Estimated quadratic errors (2.10) for the sets of Fourier coefficients (3.4) and (3.5) (from left to right) with respect to $m$. We used different window functions and oversampling factors (see legend).


Figure 3.7: Corresponding optimal values for the shape parameter $b$, see Figure 3.6
chosen nodes $x_{j} \in \mathbb{T}, j=1, \ldots, N$. Instead of the quadratic error $\|\tilde{f}-f\|_{2}^{2}$ we compute

$$
\begin{equation*}
\Delta f^{2}:=\frac{1}{N} \sum_{j=1}^{N}\left[f\left(x_{j}\right)-\tilde{f}\left(x_{j}\right)\right]^{2} \tag{4.1}
\end{equation*}
$$

Since we have seen in the last section that the optimized deconvolution scheme (2.9) does not serve clear benefits compared to the standard approach (2.8), we only run our algorithm applying the standard deconvolution (o). We plot the predicted as well as the measured errors in the following figures. The predicted errors are represented by the line plots, whereas the circles (o) mark the measured errors. For the Gaussian window function we also plot the results obtained by using the Fourier coefficients of the non truncated function, i.e., we set $\hat{d}_{k}:=c_{k}^{-1}(\tilde{\varphi})$. In this case the predicted errors are represented by blue lines and the measured errors are marked by the crosses ( x ).

We can see that the theoretical estimates match quite well with the measured errors (4.1). Of course, the measured errors are in some cases somewhat smaller than the predicted errors, which is due to the fact that the computation of the predicted errors is based on computing upper bounds of the involved error terms, see Section 3.


Figure 4.1: Predicted errors in the $\mathcal{L}_{2}$-norm (lines) as well as the measured errors (4.1) (marked by o) for the Standard B-spline window. We consider the Fourier coefficients as given in (3.4) as well as (3.5) (from left to right).


Figure 4.2: Modified B-spline window, Fourier coefficients (3.4) on the left and (3.5) on the right, $m=4$.


Figure 4.3: Bessel window, Fourier coefficients (3.4), $m:=3$ (left) and $m:=6$ (right).


Figure 4.4: Bessel window, Fourier coefficients (3.5), $m:=3$ (left) and $m:=6$ (right).



Figure 4.5: Gaussian window, Fourier coefficients (3.4), $m:=3$ (left) and $m=6$ (right).


Figure 4.6: Gaussian window, Fourier coefficients (3.5), $m:=3$ (left) and $m=6$ (right).

## 5 Parameter tuning

Based on the very accurate error estimates we are able to construct a tuning algorithm for the shape parameter $b$. In the following we denote by
$\Delta f_{\approx}^{2}($ window, $b, m, \sigma) \begin{cases}\approx\|f-\tilde{f}\|_{2}^{2} & \text { as described in Section } 3 \\ =+\infty & : b>0, \\ : b \leq 0,\end{cases}$
the predicted quadratic error, which can be computed for the different window functions as described in Section 3.

For the (modified) B-spline window it seems that a shape parameter $b \in 1 / 2 \mathbb{N} \cap(m / 2, m]$ is always optimal. Thus, we suggest to tune the shape parameter as follows.

Algorithm 2 (Shape parameter tuning for B-splines).
We start with $b=m$ and compute the predicted NFFT approximation error in the $\mathcal{L}_{2}$-norm. Then, we reduce the value of $b$ by $1 / 2$ as long as the predicted error decreases and $b>m / 2$.

Input: Fourier coefficients $\hat{f}_{k}, k \in \mathcal{I}_{M}$, support parameter $m$, oversampling factor $\sigma$.
i) Set $b_{\mathrm{opt}}:=m$ and $\Delta f_{\approx, \mathrm{opt}}^{2}:=\Delta f_{\approx}^{2}\left(\mathrm{~B}\right.$-spline, $\left.b_{\mathrm{opt}}, m, \sigma\right)$.
ii) Set $b_{\text {next }}:=m-1 / 2$ and $\Delta f_{\approx, \text { next }}^{2}:=\Delta f_{\approx}^{2}\left(\right.$ B-spline, $\left.b_{\text {next }}, m, \sigma\right)$.
iii) While $\Delta f_{\approx, \text { next }}^{2}<\Delta f_{\approx, \text { opt }}^{2}$ and $b_{\text {next }}>m / 2$ :
a) Set $b_{\text {opt }}:=b_{\text {next }}$ and $\Delta f_{\approx, \text { opt }}^{2}:=\Delta f_{\approx, \text { next }}^{2}$.
b) Set $b_{\text {next }}:=b_{\text {opt }}-1 / 2$ and $\Delta f_{\approx, \text { next }}^{2}:=\Delta f_{\approx}^{2}\left(\right.$ B-spline, $\left.b_{\text {next }}, m, \sigma\right)$.

Output: Optimal shape parameter $b_{\text {opt }}$ and predicted quadratic error $\Delta f_{\approx, \text { opt }}^{2}$.
For the Bessel and the Gaussian window function we proceed as follows. We suppose that in most cases the error depends on the shape parameter $b$ as depicted in Figure 3.4, for instance. That is, that the error increases with growing distance $\left|b-b_{\text {opt }}\right|$ from the unique optimal shape paramter $b_{\text {opt }}$. Based on this assumption we suggest a simple search algorithm in order to tune the shape parameter $b$, see Algorithm 3 .

Algorithm 3 (Shape parameter tuning for Bessel and Gauss window).
We start with $b=b_{0}$, i.e., we choose the default shape parameter, and compute the NFFT approximation error in the $\mathcal{L}_{2}$-norm. Additionally we compute the errors for $b_{\text {left }}:=b_{0}-b_{0} / 2$ as well as $b_{\text {right }}:=b_{0}+b_{0} / 2$, i.e., we choose the step size $d:=b_{0} / 2$ in both directions. From these three shape parameters we choose the one yielding the smallest approximation error for the next iteration step. If the old and new $b$-value coincide, we choose a smaller step size $d \mapsto d / 2$. We repeat this until approximately the same errors are obtained for $b_{\text {left }}, b$ and $b_{\text {right }}$.

Input: Fourier coefficients $\hat{f}_{k}, k \in \mathcal{I}_{M}$, support parameter $m$, oversampling factor $\sigma$, desired window function (Bessel or Gauss).
i) Set $b_{\mathrm{opt}}:=b_{0}, d:=b_{0} / 2$ and $\Delta f_{\approx, \mathrm{opt}}^{2}:=\Delta f_{\approx}^{2}\left(\right.$ window, $\left.b_{\mathrm{opt}}, m, \sigma\right)$.
ii) Set $b_{\text {left }}:=b_{\mathrm{opt}}-d$ and $\Delta f_{\approx, \text { left }}^{2}:=\Delta f_{\approx}^{2}\left(\right.$ window, $\left.b_{\text {left }}, m, \sigma\right)$.
iii) Set $b_{\text {right }}:=b_{\mathrm{opt}}+d$ and $\Delta f_{\approx, \text { right }}^{2}:=\Delta f_{\approx}^{2}\left(\right.$ window, $\left.b_{\text {right }}, m, \sigma\right)$.
iv) Until $\max \left\{\Delta f_{\approx, \text { left }}^{2}, \Delta f_{\approx, \mathrm{opt}}^{2}, \Delta f_{\approx, \text { right }}^{2}\right\} \approx \min \left\{\Delta f_{\approx, \text { left }}^{2}, \Delta f_{\approx, \mathrm{opt}}^{2}, \Delta f_{\approx, \text { right }}^{2}\right\}$

b) $\Delta f_{\approx, \text { opt }}^{2}:=\min \left\{\Delta f_{\approx, \text { left }}^{2}, \Delta f_{\approx, \text { opt }}^{2}, \Delta f_{\approx, \text { right }}^{2}\right\}$.
c) If the old and the new $b_{\text {opt }}$ coincide, choose a smaller step size ( $\operatorname{set} d:=d / 2$ ).
d) Set $b_{\text {left }}:=b_{\text {opt }}-d$ and $\Delta f_{\approx}^{2}$, left $:=\Delta f_{\approx}^{2}\left(\right.$ window, $\left.b_{\text {left }}, m, \sigma\right)$.
e) Set $b_{\text {right }}:=b_{\text {opt }}+d$ and $\Delta f_{\approx \text { right }}^{2}:=\Delta f_{\approx}^{2}\left(\right.$ window, $\left.b_{\text {right }}, m, \sigma\right)$.

Output: Optimal shape parameter $b_{\text {opt }}$ and predicted quadratic error $\Delta f_{\approx, \text { opt }}^{2}$.

Example 5.1. We use Algorithm 3 in order to tune the optimal shape parameters for different parameter settings. The results, see Tables 5.1 and 5.2 , coincide with the experimentally determined optimal shape parameters, which we plot in Figure 3.7. For the predicted approximation errors see Figure 3.6.

|  | $\sigma=1$ | $\sigma=5 / 4$ |  |  | $\sigma=1$ | $\sigma=5 / 4$ |
| :---: | :---: | :--- | :--- | :--- | :--- | :---: |
| $m=2$ | 4.0743 | 5.0364 |  | $m=2$ | 5.5101 | 5.5776 |
| $m=3$ | 3.1416 | 4.0350 |  | $m=3$ | 5.3751 | 5.6015 |
| $m=4$ | 3.1539 | 3.8067 |  | $m=4$ | 5.2094 | 5.4597 |
| $m=5$ | 3.1907 | 3.7294 |  | $m=5$ | 5.0437 | 5.3622 |
| $m=6$ | 3.2398 | 3.7340 |  | $m=6$ | 4.8781 | 5.2462 |
| $m=7$ | 3.2398 | 3.6705 |  | $m=7$ | 4.7063 | 5.1358 |
| $m=8$ | 3.3379 | 3.6862 |  | $m=8$ | 4.5406 | 5.0216 |

Table 5.1: Tuned optimal shape parameters $b_{\text {opt }}$ for the Fourier coefficients (3.4) on the left hand side and for the Fourier coefficients (3.5) on the right hand side.
Window function: Bessel. See Figure 3.6 for the obtained errors.

|  | $\sigma=1$ | $\sigma=5 / 4$ |
| :---: | :---: | :---: |
| $m=2$ | 0.7759 | 0.7626 |
| $m=3$ | 1.6114 | 1.2434 |
| $m=4$ | 2.4669 | 1.8900 |
| $m=5$ | 3.3323 | 2.5697 |
| $m=6$ | 3.7600 | 3.2453 |
| $m=7$ | 4.5956 | 3.8297 |
| $m=8$ | 4.9338 | 4.4762 |


|  | $\sigma=1$ | $\sigma=5 / 4$ |
| :---: | :---: | :---: |
| $m=2$ | 0.7709 | 0.7647 |
| $m=3$ | 1.1116 | 1.1004 |
| $m=4$ | 1.4672 | 1.4382 |
| $m=5$ | 1.8278 | 1.7822 |
| $m=6$ | 2.1934 | 2.1324 |
| $m=7$ | 2.5763 | 2.4878 |
| $m=8$ | 2.9692 | 2.8474 |

Table 5.2: Tuned optimal shape parameters $b_{\text {opt }}$ for the Fourier coefficients (3.4) on the left hand side and for the Fourier coefficients (3.5) on the right hand side.
Window function: (truncated) Gaussian. See Figure 3.6 for the obtained errors.

Another task concerning the parameter tuning is to find a parameter set for which the computational time is as minimal as possible, assuming that a certain accuracy has to be achieved. Of course, the optimal set of parameters regarding computation time may very much depend on the processor which is used for the calculations.

In order to reach a required accuracy we could apply a tuning algorithm of the form 2 or 3 in order to determine sufficiently large oversampling factors $\sigma$ and appropriate shape parameters $b$ for different values of the support parameter $m$. The optimal parameter set can then be determined by a comparison between measured computation times on the used computer. A corresponding tuning could be roughly of the following form.

Algorithm 4 (Accuracy tuning).
Input: Fourier coefficients $\hat{f}_{k}$, set of window functions, list of support parameters $m_{1} \leq \cdots \leq$ $m_{n}$, set of oversampling factors $1=\sigma_{1} \leq \cdots \leq \sigma_{\max }$, required accuracy $\epsilon>0$.
i) Compute the required oversampling factors:

For each window function and for each support parameter $m_{j}, j=1, \ldots, n$, set

$$
\sigma_{\min }\left(m_{j}\right):=\min \left\{\sigma \in\left\{\sigma_{1}, \ldots, \sigma_{\max }\right\}: \Delta f_{\left.\approx\left(\text { window }, b_{\mathrm{opt}}, m_{j}, \sigma\right) \leq \epsilon\right\}, ~}^{\text {m }}\right.
$$

if this minimum exists. Thereby, use Algorithm 2 or rather Algorithm 3 in order to tune the shape parameter $b$ in each case.
ii) For all obtained possible sets of parameters find the optimal one regarding runtime by running a simple test scenario.

Example 5.2. We consider the two sets of Fourier coefficients as given in (3.4) and (3.5). For a given required accuracy $\epsilon$ we compare the tuned parameters for the Bessel and the B-spline window, see Tables 5.3 and 5.4. Thereby, we computed for each $m$ the required oversampling factor by

$$
\sigma_{\min }(m):=\min \left\{\sigma \in\left\{1+\frac{s}{16}, s=1, \ldots, 16\right\}: \Delta f \approx\left(\text { window, } b_{\mathrm{opt}}, m, \sigma\right) \leq \epsilon\right\}
$$

i.e., we set $\sigma_{\max }:=2$.

The results show that for the Bessel window a smaller oversampling factor is needed compared to the B-spline window in order to obtain the given accuracy. Different combinations of the parameters $m$ and $\sigma$ are possible. Which one is the optimal with respect to runtime will depend on the used hardware.

Note that if the window function is evaluated based on interpolation tables, see [16] for instance, the runtime needed for the evaluation is independent from the window function $\varphi$. In our example we would achieve better runtimes by using the Bessel window.

|  | Bessel |  |  | B-spline |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma_{\min }$ | $b_{\mathrm{opt}}$ | $\Delta f_{\approx}$ | $\sigma_{\min }$ | $b_{\mathrm{opt}}$ | $\Delta f_{\approx}$ |
| $m=4$ | 1.5000 | 4.24 | $9.62 \mathrm{e}-08$ | - | - | - |
| $m=5$ | 1.1875 | 3.59 | $4.82 \mathrm{e}-08$ | 1.6250 | 4.5 | $7.88 \mathrm{e}-08$ |
| $m=6$ | 1.1250 | 3.45 | $1.51 \mathrm{e}-08$ | 1.4375 | 5.0 | $3.77 \mathrm{e}-08$ |
| $m=7$ | 1.0625 | 3.30 | $2.63 \mathrm{e}-08$ | 1.3125 | 5.5 | $3.39 \mathrm{e}-08$ |
| $m=8$ | 1.0625 | 3.23 | $1.92 \mathrm{e}-08$ | 1.1875 | 5.5 | $9.21 \mathrm{e}-08$ |

Table 5.3: Computed parameter sets and predicted errors for the Fourier coefficients (3.4).
We set the required accuracy to $\epsilon:=10^{-7}$.

## The multivariate case

In the multivariate case the prediction of the error is somewhat more complicated. The computation of the error sums

$$
\sum_{\boldsymbol{r} \in \mathbb{Z}^{d} \backslash\{\mathbf{0}\}} \frac{c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{c_{\boldsymbol{k}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)} \quad \text { and } \quad \frac{\sum_{\boldsymbol{r} \in \mathbb{Z}^{d} \backslash\{\mathbf{0}\}} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}\left(\tilde{\varphi}_{\mathrm{t}}\right)}{\sum_{\boldsymbol{r} \in \mathbb{Z}^{d}} c_{\boldsymbol{k}+\boldsymbol{r} \odot \boldsymbol{M}_{\mathrm{o}}}^{2}\left(\tilde{\varphi}_{\mathrm{t}}\right)}
$$

|  | Bessel |  |  |  | B-spline |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma_{\min }$ | $b_{\text {opt }}$ | $\Delta f_{\approx}$ | $\sigma_{\min }$ | $b_{\text {opt }}$ | $\Delta f_{\approx}$ |  |
| $m=4$ | - | - | - | - | - | - |  |
| $m=5$ | 1.0625 | 5.14 | $8.35 \mathrm{e}-11$ | 1.4375 | 5.0 | $7.99 \mathrm{e}-11$ |  |
| $m=6$ | 1.0000 | 4.88 | $2.21 \mathrm{e}-12$ | 1.1250 | 6.0 | $6.90 \mathrm{e}-11$ |  |
| $m=7$ | 1.0000 | 4.71 | $5.28 \mathrm{e}-14$ | 1.0000 | 6.5 | $2.05 \mathrm{e}-11$ |  |
| $m=8$ | 1.0000 | 4.54 | $1.87 \mathrm{e}-15$ | 1.0000 | 7.5 | $5.19 \mathrm{e}-13$ |  |

Table 5.4: Computed parameter sets and predicted errors for the Fourier coefficients (3.5).
We set the required accuracy to $\epsilon:=10^{-10}$.
is more or less straight forward since the window function is constructed based on a tensor product approach (2.3) and thus the terms can be separated with respect to the single dimensions.

Obviously, the evaluation of the estimates (2.11) and (2.10) are easy and especially possible in an efficient way, if the coefficients $\hat{f}_{k}$ are also of a tensor product structure, i.e., we have

$$
\hat{f}_{k}=\prod_{j=1}^{d} \hat{g}_{k_{j}} .
$$

In this case all necessary computations can be separated with respect to the $d$ dimensions and an efficient tuning of the involved parameters can be realized quite similar to the univariate case. As an example, coefficients of the form $\mathrm{e}^{-\alpha\|k\|^{2}}=\prod_{j=1}^{d} \mathrm{e}^{-\alpha k_{j}^{2}}$ satisfy this condition.

However, in many cases the given Fourier coefficients are not of a tensor product structure or rather not even given analytically. In this case an approximation or estimation of the form

$$
\hat{f}_{k} \approx \prod_{j=1}^{d} \hat{g}_{k_{j}} \quad \text { or } \quad \hat{f}_{k} \leq \prod_{j=1}^{d} \hat{g}_{k_{j}}
$$

might be necessary in order to enable an efficient prediction of the occurrent errors.
As an example, if the Fourier coefficients are given by $\hat{f}_{k}:=\left(1+\|\boldsymbol{k}\|^{2}\right)^{-1}$, an approximation of the form

$$
\begin{equation*}
\frac{1}{x} \approx \sum_{j=1}^{n} r_{j} \mathrm{e}^{-w_{j} x} \tag{5.1}
\end{equation*}
$$

over a sufficiently large interval $[1, \ell)$ gives

$$
\frac{1}{1+\|\boldsymbol{k}\|^{2}} \approx \sum_{j=1}^{n} r_{j} \mathrm{e}^{-w_{j}} \mathrm{e}^{-w_{j}\|\boldsymbol{k}\|^{2}}=: \sum_{j=1}^{n} \tilde{r}_{j} \mathrm{e}^{-w_{j}\|\boldsymbol{k}\|^{2}}
$$

where the single summands are now of a tensor product structure. One possible tool for computing an approximation of the form (5.1) is the Remez algorithm, see [10] for instance.

There are some multivariate applications where the underlying Fourier coefficients are known analytically. As one example we refer to the three dimensional periodic coulomb problem, where the electrostatic potentials and forces of a set of charges in the three dimensional space are of interest, see [6]. The well known $\mathrm{P}^{2}$ NFFT algorithm [20] combines the adjoint NFFT and the NFFT to evaluate the Coulomb potentials and forces very efficiently.

The underlying Fourier coefficients are of the form $\sim\|\boldsymbol{k}\|^{-2} \mathrm{e}^{-\alpha\|\boldsymbol{k}\|^{2}}$. In order to develop an efficient parameter tuning, the Fourier coefficients have to be approximated by a tensor product expression, e.g. via applying an approximation of the form (5.1).

## 6 Summary

In this paper we revisited the error formulas for the well established NFFT algorithm. We showed how we can achieve a very precise prediction of the approximation errors measured in the $\mathcal{L}_{2}$-norm for different window functions. Thereby, we concentrated on the univariate case, where a straight and efficient evaluation of the correspondent error sums is possible.

In our numerical examples we compared two different deconvolution approaches and modified the shape of the considered window functions. The results show that only minimal improvements can be obtained by applying the $\mathcal{L}_{2}$-optimized deconvolution scheme. Additionally, the examples show that, especially in the case that the Fourier coefficients are subject to a certain decrease, an appropriate modification of the window's shape parameter can lead to significantly smaller approximation errors. For the well established B-spline window function we introduced a modified version, which also contains a shape parameter. In our examples we could achieve considerable improvements compared to the classical B-spline window in a setting where the Fourier coefficients decreased only moderately. However, a comparison between the different window functions showed that the Bessel window is in most cases the best choice and that an appropriate tuning of the shape parameter is essential.

For the univariate case we suggest an easy parameter tuning. Given a required accuracy, different combinations of the involved parameters are possible. Which set of parameters is optimal with respect to the computation time may depend on the used hardware. A corresponding tuning method could be based on the derived error estimates as well as on the mentioned shape parameter tuning.

The prediction of the approximation errors in the multivariate case holds some more difficulties. Only if the Fourier coefficients are of a tensor product structure, an efficient computation of the error terms is more or less straight forward. However, in most applications we have a multivariate setting. One example is the NFFT based fast Ewald summation, which is used in the area of particle simulation for the computation of the Coulomb potentials and forces in charged particle systems. In a subsequent paper we aim to apply the derived error estimates in order to serve a comparison between different window functions as well as to develop a more precise tuning of the involved parameters for this particular application.
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