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#### Abstract

We discuss numerical methods for the stabilization of large linear multi-input control systems of the form $\dot{x}=A x+B u$ via a feedback of the form $u=F x$. The method discussed in this paper is a stabilization algorithm that is based on a subspace splitting. This splitting is done via the matrix sign-function method. Then a projection into the unstable subspace is performed followed by a stabilization technique via the solution of an appropriate algebraic Riccati equation. There are several possibilities to deal with the freedom in the choice of the feedback as well as in the cost functional used in the Riccati equation. We discuss several optimality criteria and show that in special cases the feedback matrix $F$ of minimal spectral norm is obtained via the Riccati equation with the zero constant term. A theoretical analysis about the distance to instability of the closed loop system is given and furthermore numerical examples are presented that support the practical experience with this method.


## 1. Introduction

Consider a linear control system

$$
\begin{equation*}
\dot{x}=A x+B u, \quad x(0)=x_{0}, \tag{1}
\end{equation*}
$$

where $A$ is a real $n \times n$ matrix and $B$ a real $n \times m$ matrix. We discuss the problem of chosing a real $m \times n$ feedback matrix $F$ such that the feedback $u=F x$ stabilizes the system, i.e. $A+B F$ has all eigenvalues in the open left half plane. Stabilization is an important task in many applications. Apart from the obvious applications in control a similar problem also arises in the construction of methods for the solution of parabolic partial differential equations [1].

Stabilizing feedback matrices can be chosen in several different ways. A method that is often used is pole placement, see [2] and the references therein. This method observes a lot of difficulties in the numerical solution.

To illustrate the difficulties consider the following example which, like all other examples in this pa-

[^0]per, were performed in MATLAB version 4.1 on an HP 715-33 workstation, with machine epsilon $2.22 * 10^{-16}$.

Example 1 Let $A=\operatorname{diag}(.1, .2, .3, .4, .5, .6), B=$ $\left[\begin{array}{llllll}1 & 2 & 3 & 4 & 5 & 6\end{array}\right]^{T}$ Suppose that we wish to assign the eigenvalues $-6,-5,-4,-3,-1.1,-1$. Consider the well-known pole-placement methods suggested in [3] and [4]. When computing the eigenvalues of $A+B F$ one finds that in both cases the assigned eigenvalues have only one correct digit. One reason for this bad result is that the spectral norm of the feedback matrix is very large, $\|F\|_{2}=3.7879 * 10^{6}$.

In a multi-input system, the situation becomes somewhat better.

Example 2 Let $A=\operatorname{diag}(.1, .2, .3, .4, .5, .6, .7, .8)$ and $B=\left[\begin{array}{cccccccc}1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\ 2 & 3 & 4 & 5 & 6 & 7 & 8 & 7 \\ 3 & 4 & 5 & 6 & 7 & 8 & 7 & 6\end{array}\right]^{T}$. Suppose we wish to obtain the eigenvalues $-8,-7,-6$, $-5,-4,-3,-1.1,-1$. The pole-placement method of [3] produces eigenvalues with one correct digit and $\|F\|_{2}=8.0802 * 10^{6}$ and the method in [4] yields three correct digits and $\|F\|_{2}=3.3004 * 10^{5}$.

The above examples are not exceptional. When the dimension of the system is larger than 10 , then most closed loop systems obtained via pole assignment have eigenvalues which are very sensitive to perturbations.

In an extensive test we took $A$ as a $10 \times 10$ random matrix, $B$ as a $10 \times 1$ random matrix in MATLAB and $-1,-2, \ldots,-10$ as eigenvalues to be assigned. In 100 testruns we found that in 86 cases the norm of feedback matrix was larger than $10^{7}$ and in the other 14 examples the norm of feedback matrix was larger than $10^{6}$.

This suggests that the pole placement problem is probably intrinsically ill-conditioned, see also [2] and for large scale control problems, the situation becomes even more unsatisfactory.

The biggest difficulty with pole placement is that it is not known how the eigenvalues should be chosen to guarantee that the feedback matrix has a
small norm. In multi-input systems, where there is freedom in the choice of the matrix $F$, this freedom can be used to minimize the norm of $F[5]$. Another approach in the multi-input case is to minimize the condition number of the eigenvector matrix of the closed loop system over all possible feedback matrices that assign the required eigenvalues [6]. This choice minimizes a bound for the distance to instability [6]. Also here it is not known how one should choose the eigenvalues so that the optimal condition number is small. Despite these difficulties, for small dimensions pole placement is often used successfully in practice.

Another stabilization method, that has often better numerical properties is the solution of an appropriately chosen linear quadratic optimal control problem:

$$
\begin{equation*}
J=\min _{u} \int_{0}^{\infty}\left(x^{T} Q x+u^{T} R u\right) d t \tag{2}
\end{equation*}
$$

subject to (1) with appropriately chosen nonegative definite matrix $Q=C^{T} C$ and positive definite matrix $R$.

The standard theory for such optimal control problems, e.g. $[7,8]$, shows that if $(A, B)$ is stabilizable and $(A, C)$ is detectable, then the linear quadratic optimal problem (2), (1) has the unique solution

$$
\begin{equation*}
u=F x=-R^{-1} B^{T} X x \tag{3}
\end{equation*}
$$

where $X$ is the unique nonnegative definite solution of the algebraic Riccati equation

$$
\begin{equation*}
A^{T} X+X A-X B R^{-1} B^{T} X+C^{T} C=0 \tag{4}
\end{equation*}
$$

and the corresponding closed loop system

$$
\begin{equation*}
\dot{x}=(A+B F) x=\left(A-B R^{-1} B^{T} X\right) x \tag{5}
\end{equation*}
$$

is stable. (The pair of matrices $(A, B)$ is said to be stabilizable if $\operatorname{Rank}(\lambda I-A, B)=n$ for all $\lambda \in \mathcal{C}$ with nonnegative real part. $(A, C)$ is said to be detectable if $\left(A^{T}, C^{T}\right)$ is stabilizable.)

Thus, by finding the nonnegative definite solution of the Riccati equation, the system can be stabilized. But one still has the choice of the cost matrices $R, Q=C^{T} C$ and clearly these should be chosen, so that the closed loop system is insensitive to perturbations. At least it should be guaranteed that small perturbations do not make the system unstable again. Typically for this approach the cost matrix $Q=0$ is chosen in which case the Riccati equation reduces to a Lyapunov equation for the inverse of $X$ [9]. This choice of $Q$ can be motivated from the fact, that this choice leads to a minimum norm feedback. We will discuss this in Section 4.

This approach was already used in the classical stabilization algorithms which were based on the reduction to Schur form [10, 11, 4]. These methods
work efficiently for small and medium sized problems ( $n \leq 500$ ).

For large scale control problems ( $n>500$ ) none of the approaches discussed previously is feasible. The pole placement problem for such systems is extremely ill-conditioned and for the Riccati approach we essentially have to compute an $n$-dimensional invariant subspace of a $2 n \times 2 n$ Hamiltonian matrix, plus a matrix inversion [12]. Furthermore even if the system matrices are sparse, the solution $X$ will be a full matrix.

For such large problems, therefore, other methods have to be considered. One suggestion that has been made is to use partial pole placement [13], but the difficulty of this approach is the same as that for the standard pole placement problem. Other suggestion are the use of iterative methods in the solution of the algebraic Riccati equation, or the Lyapunov equation which occurs in Newton's method applied to the Riccati equation, $[14,15,16,17]$. None of these approaches is satisfactory so far, since it is difficult to guarantee that the stabilizing solution of the Riccati equation is obtained and also to guarantee the convergence of the iterative method.

We can summarize our previous discussion as follows: Given the problem to stabilize system (1) via feedback, we can do this via pole placement or the solution of a linear quadratic control problem. In both cases there is a lot freedom in the design of the problem. In the pole placement approach the eigenvalues can be chosen freely, in the optimal control approach the cost function is still free of choice. Currently for both approaches an optimal method is not known. On the other hand several measures of optimality can be considered. Whichever measure we choose, we should head for a closed loop system which is insensitive to perturbations in the feedback matrix $F$ in order to guarantee that the computed closed loop system is really stable.

In order to achieve this we should try to maximize the distance to instability [18], i.e. the smallest perturbation which makes the system unstable

$$
\begin{equation*}
\delta(A):=\min _{\mu} \sigma_{n}(A-\mu i I), \tag{6}
\end{equation*}
$$

where $\sigma_{n}$ denotes the smallest singular value. If $A+$ $B F$ is diagonalizable and $A+B F=W \Lambda W^{-1}$ is the spectral decomposition of the closed loop matrix, then a lower bound for the distance to instability for the closed loop system is given by

$$
\begin{equation*}
\frac{1}{\operatorname{cond}_{2}(W)} \delta(\Lambda) \leq \delta(A+B F) \tag{7}
\end{equation*}
$$

Thus minimizing cond $2(W)$ will maximize a lower bound for the distance to instability. A pole placement method that minimizes cond $(W)$ among all
possible choices of feedback that assign the correct poles was introduced in [6]. This method, however, is very costly and unfeasible for large control problems.

In view of all these difficulties we suggest a new stabilization approach which is feasible for large sized problems $n<5000$, where $A$ has only few (less than 100) unstable poles.

This new approach is very closely related to the classical method suggested by Varga [9]. But instead of computing the Schur form which is infeasible for large matrices we computed the subspace splitting via the matrix sign-function method, (see [19] and the references therein), which has recently received quite a lot of interest due to its inherent parallelizability. We use the sign function method to split the complete space $\mathcal{R}^{n}$ into two subspaces which are the real invariant subspaces of $A$ with respect to the stable eigenvalues and unstable eigenvalues, respectively. Using a projection method similar to that suggested in [13], the problem is reduced to a subsystem problem for the stabilization in the invariant subspace corresponding to the unstable eigenvalues. Based on the Schur method such an approach was previously suggested in [9]. For the subproblem we show that the optimal choice of a cost functional in the Riccati approach is obtained with $Q=0$ so that this stabilization problem can be obtained via the solution of a Lyapunov equation for $Y=X^{-1}$ :

$$
\begin{equation*}
\tilde{A} Y+Y \tilde{A}^{T}-\tilde{R}=0 \tag{8}
\end{equation*}
$$

Lifting the solution of (8) into the complete space we obtain a stabilizing feedback for the original problem.

The paper is organized as follows: In Section 2, we discuss the relationship between the cost functionals for the complete problem and the stabilization problem.

In the Section 3 we discuss the choice of the cost functional that leads to minimal norm of the feedback gain matrix.

The distance to instability is discussed in Section 4 to show that reducing $\|F\|_{2}$ is a crucial point in the stabilization problem.

In Section 5 some numerical examples are given to support the theoretical results.

Throughout the paper $\lambda(A)$ denotes the spectrum of $A, I$ the identity matrix of suitable size, and we write $A \leq B(A<B)$ if $B-A$ is nonnegative definite (positive definite). We also assume that ( $A, B$ ) is stabilizable. We denote the open left half plane by $\mathcal{C}^{-}$.

## 2. Subspace Splitting and Stabilization

In this section we discuss the use of the matrix signfunction to split the complete space into two invariant subspaces of $A$ with respect to its stable and unstable eigenvalues.

The matrix sign function was first introduced by Roberts in a technical report (which appeared only significantly later [20]) as

$$
\begin{equation*}
\operatorname{sign}(A):=\frac{1}{\pi i} \int_{\gamma}(z I-A)^{-1} d z-I \tag{9}
\end{equation*}
$$

where $\gamma$ is any closed connected set in the complex plane containing all eigenvalues of $A$ with positive real part. An alternative definition in matrix terminology was given by Beavers and Denman [21, 22] using the Jordan canonical form.

We will use the following definition via the Schurform, see [23]:

Suppose that $A$ has the real Schur form, e.g. [24],

$$
W^{T} A W=\left[\begin{array}{cc}
A_{11} & A_{12}  \tag{10}\\
0 & A_{22}
\end{array}\right]
$$

where we assume that all eigenvalues of $A_{11}$ are in the left half plane and all eigenvalues of $A_{22}$ are in the right half plane. Let $Y$ be a solution of the Sylvester equation $Y A_{22}-A_{11} Y=2 A_{12}$, then the sign function is given by

$$
\operatorname{sign}(A):=W\left[\begin{array}{cc}
-I_{p} & Y  \tag{11}\\
0 & I_{n-p}
\end{array}\right] W^{T} .
$$

Soon after the introduction of the sign function it was recognized that it can be useful method for the computation of eigenvalues and invariant subspaces $[21,25,22,26,19,27,28,29,20]$ and for the solution of Riccati and Sylvester equations [25, 30, 31].

The difficulty with the matrix sign function is that it is not defined for matrices with eigenvalues on the imaginary axis and that the evaluation of the sign function is an ill-conditioned problem for matrices with eigenvalues close to this axis, due to the discontinuouity of the sign-function in the matrix elements. This is one reason why for quite some time the matrix sign function method has been associated with being an unstable method. But as recent results show [27, 23] for the computation of invariant subspaces it can be considered as accurate as for the example the transformation to Schur form. For matrices with eigenvalues on or near the imaginary axis, however, special activities have to be devised.

As in the Schur form, the calculation of the unstable invariant subspace via the matrix sign function
leads to an orthogonal matrix $W$ such that the system matrix is transformed as in (10) and

$$
W^{T} B=\left[\begin{array}{l}
B_{1}  \tag{12}\\
B_{2}
\end{array}\right]
$$

Let $W=\left(W_{1}, W_{2}\right)$ be partitioned analogous to the partitioning in $W^{T} A W$. Since $A_{22}$ is unstable, the problem of stabilizing the system given by $A, B$ is then reduced to the stabilization of the smaller system

$$
\begin{equation*}
\dot{x}_{2}=A_{22} x_{2}+B_{2} u . \tag{13}
\end{equation*}
$$

Suppose that there is a feedback matrix $F_{2}$ such that $\operatorname{Re}(\mu)<0$ for all $\mu \in \lambda\left(A_{22}+B_{2} F_{2}\right)$, then the closed loop system obtained with the feedback $\operatorname{matrix} F=\left[\begin{array}{cc}0 & F_{2}\end{array}\right] W^{T}=F_{2} W_{2}^{T}$ is stable. This is seen immediately from

$$
\begin{aligned}
& {\left[\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right]+\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right]\left[\begin{array}{ll}
0 & F_{2}
\end{array}\right]} \\
& =\left[\begin{array}{cc}
A_{11} & A_{12}+B_{1} F_{2} \\
0 & A_{22}+B_{2} F_{2}
\end{array}\right] .
\end{aligned}
$$

The difficulty with this approach, as well as with most of the pole placement approaches, is that the closed loop system may be much more illconditioned than the original system. Here illconditioning means that the eigenvalues of the closed loop system can change drastically if they are subject to small perturbations. This could mean that small perturbations may move the eigenvalues back into the right half plane. And such a situation is certainly not acceptable in practice. Thus we must be careful in the choice of the feedback matrix $F$. But since there is a lot of freedom in the choice of $F$, we may use this freedom to make the closed loop system as well-conditioned as possible.

To analyze the freedom we use the following results on the stabilization properties of the nonnegative definite solution of the Riccati equation. The first result is essentially due to Willems [32].

Lemma 1 Let $X_{i}, i=1,2$ be real symmetric nonnegative definite solutions of the algebraic Riccati equations

$$
A^{T} X+X A-X B R^{-1} B^{T} X+Q_{i}=0, \quad i=1,2
$$

respectively, such that

$$
\lambda\left(A-B R^{-1} B^{T} X_{i}\right) \subset \mathcal{C}^{-}, \quad i=1,2
$$

Then $0 \leq Q_{2} \leq Q_{1}$ implies $J\left(Q_{2}\right) \leq J\left(Q_{1}\right)$, where the cost functional $J(Q)$ as a function of $Q$ is defined as in (2).

Proof: Inserting the optimal feedback (3) for the equation with $Q_{1}$ into the cost functional with cost matrix $Q_{2}$ we obtain

$$
\begin{aligned}
& J\left(Q_{2}\right)=\min _{u} \int_{0}^{\infty}\left(x^{T} Q_{2} x+u^{T} R u\right) d t \\
& \leq \int_{0}^{\infty}\left(x^{T} Q_{2} x+x^{T} X_{1} B R^{-1} B^{T} X_{1} x\right) d t
\end{aligned}
$$

Then, since $Q_{2} \leq Q_{1}$, we have

$$
\leq \int_{0}^{\infty}\left(x^{T} Q_{1} x+x^{T} X_{1} B R^{-1} B^{T} X_{1} x\right) d t=\begin{aligned}
& J\left(Q_{2}\right) \\
& J\left(Q_{1}\right),
\end{aligned}
$$

which completes the proof.
Using this lemma, we can show how in some special cases the value of the cost functional $J(Q)$ is decreased.

It is clear that the optimal value of the cost functional decreases if the column dimension of the matrix $B$ is increased by adding columns. This follows, since

$$
\begin{gathered}
\min _{u_{1}, u_{2}} \int_{0}^{\infty}\left(x^{T} Q x+\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]^{T}\left[\begin{array}{ll}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]\right) d t \\
\leq \min _{u_{1}} \int_{0}^{\infty}\left(x^{T} Q x+u_{1}^{T} R_{11} u_{1}\right) d t
\end{gathered}
$$

where the minima are taken subject to $\dot{x}=A x+$ $\left[B_{1}, B_{2}\right]\left[\begin{array}{l}u_{1} \\ u_{2}\end{array}\right]$ or $\dot{x}=A x+B_{1} u_{1}$, respectively. This is obtained directly by chosing $u_{2}=0$.

Furthermore we have the following theorem:

Theorem 2 Let

$$
A=\left[\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right], B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right]
$$

with $A$ in Schur form. Let $Q=\operatorname{diag}\left(Q_{1}, Q_{2}\right)$, where $Q_{1}$ is positive semidefinite of appropriate dimension and let $J(Q)$ be the minimum of the cost functional. Furthermore let that

$$
J_{2}:=\int_{0}^{\infty}\left(x_{2}^{T} Q_{2} x_{2}+x_{2}^{T} X_{2} B_{2} R^{-1} B_{2}^{T} X_{2} x_{2}\right) d t
$$

be the value of the cost functional obtained by inserting the optimal control $u_{2}=-R^{-1} B_{2}^{T} X_{2} x_{2}$ obtained via the algebraic Riccati equation

$$
A_{22}^{T} X_{2}+X_{2} A_{22}-X_{2} B_{2} R^{-1} B_{2}^{T} X_{2}+Q_{2}=0
$$

for the subsystem $\dot{x}_{2}=A_{22} x_{2}+B_{2} u(t)$. Then $J_{2} \leq$ $J(Q)$.

Proof: The appended matrix $\tilde{X}=\operatorname{diag}\left(0, X_{2}\right)$ satisfies the Riccati equation

$$
A^{T} \tilde{X}+\tilde{X} A-\tilde{X} B R^{-1} B \tilde{X}+\operatorname{diag}\left(0, Q_{2}\right)=0
$$

As diag $\left(0, Q_{2}\right) \leq Q$, Lemma 1 implies that $J_{2}=$ $J\left(\operatorname{diag}\left(0, Q_{2}\right)\right) \leq J\left(\operatorname{diag}\left(Q_{1}, Q_{2}\right)\right)$.

From these results we see that by increasing the dimension of $B$ and by appropriately decreasing the matrix $Q$ in the cost functional, we can decrease the minimum of the cost functional. Increasing the column dimension $m$ of $B$ is usually not an option, but the cost functional can still be chosen freely. In the next section we discuss how to choose the cost functional in order to minimize the norm of the feedback matrix.

## 3. The Minimum Norm Feedback

In this section, we consider the stabilization problem for a problem where the system matrix is completely unstable as is the case for our projected subproblem (13).

The following Theorem is probably well-known, but we do not know a reference.

Theorem 3 If we consider the cost functional as a function of $Q$ then

$$
\min _{Q \geq 0} J(Q)=J(0)
$$

Furthermore suppose that $\operatorname{Re}(\lambda)>0$ for all $\lambda \in$ $\lambda(A)$ and suppose that

$$
\begin{equation*}
A^{T} X+X A-X B R^{-1} B^{T} X=0 \tag{14}
\end{equation*}
$$

has a nonsingular solution $X$. If $F=-R^{-1} B^{T} X$ is the corresponding feedback, then the eigenvalues $A+B F$ are the negatives of the eigenvalues $A$.

Proof: The first part of the theorem follows trivially from Lemma 1. For the second part observe that we can rewrite the Riccati equation (14) as

$$
X(A+B F)=-A^{T} X
$$

Since all eigenvalues of $A$ have negative real part, $X$ is assumed nonsingular, it follows that the eigenvalues of $A+B F$ are those of $-A^{T}$.

As we are looking for a nonsingular solution of the degenerate Riccati equation we can equivalently solve the Lyapunov equation

$$
\begin{equation*}
A Y+Y A^{T}=B R^{-1} B^{T} \tag{15}
\end{equation*}
$$

where $X=Y^{-1},[10]$.
For relatively small sized Lyapunov equations there are efficient algorithms available [33, 34]. For large problems there is recently a lot of interest in iterative methods, see [16] and the references therein.

Remark 1 We have assumed that $\operatorname{Re}(\lambda)>0$ for all eigenvalues of $A$. Without this restriction the minimum of the function $J(Q)$ still occurs for $Q=$ 0 . The nonnegative definite solution $X$ of the Riccati equation (4) with $Q=0$ has rank equal to the number of eigenvalues of $A$ with positive real parts, see [35]. The eigenvalues of $A+B F$ are a combination of eigenvalues with negative real part of $A$ and negatives of eigenvalues of $A$ with positive real parts. However we still have to assume that $A$ has no pure imaginary eigenvalues, since otherwise the sign-function approach is not feasible.

Although the value of the cost functional $J(Q)$ partly reflects the size of $\|F\|_{2}$, we are merely interested in minimal values for $\|F\|_{2}$. This is, however, still an open problem and we only present the result in the case that $B$ is a nonsingular matrix. We begin with another Lemma of Willems [32].

Lemma 4 Let $X_{i}, i=1,2$ be real symmetric solutions of the algebraic Riccati equations

$$
A^{T} X_{i}+X_{i} A-X_{i} B R^{-1} B^{T} X_{i}+Q_{i}=0, i=1,2
$$

respectively and assume that all eigenvalues of $A-$ $B R^{-1} B^{T} X_{1}$ have negative real part. Then $0 \leq$ $Q_{2} \leq Q_{1}$ implies $X_{2} \leq X_{1}$.

Using this Lemma we can prove the following theorem:

Theorem 5 Suppose that all eigenvalues of $A$ have positive real part. Let $B$ be square nonsingular and let $R=\left(B^{T} B\right)^{1 / 2}$ be the positive square root of $B^{T} B$ (cf. [24]). Let $X$ be the nonnegative definite solution of the algebraic Riccati equation

$$
A^{T} X+X A-X B R^{-1} B^{T} X+Q=0
$$

so that all eigenvalues of $A-B R^{-1} B^{T} X$ have negative real part. Then the minimum norm feedback matrix $F$ taken over all positive semidefinite matrices $Q$ occurs for $Q=0$. It is given by $F=-R^{-1} B^{T} X$, where $X$ is the positive definite solution of the degenerate Riccati equation (14). Furthermore the eigenvalues of $A+B F$ are the negatives of those of $A$.

Proof: Let $X_{1}$ and $X_{2}$ be the nonnegative definite solutions of the Riccati equations

$$
A^{T} X+X A-X B R^{-1} B^{T} X+Q_{i}=0, \quad i=1,2
$$

for $0 \leq Q_{2} \leq Q_{1}$. Let $F_{i}=-R^{-1} B^{T} X_{i}, i=$ 1,2. Then Lemma 4 implies $X_{2} \leq X_{1}$. Thus $\left\|X_{2}\right\|_{2} \leq\left\|X_{1}\right\|_{2}$. Observe that $R^{-1} B^{T}$ is an orthogonal matrix and therefore $\left\|F_{1}\right\|_{2}=\left\|X_{1}\right\|_{2}$ and $\left\|F_{2}\right\|_{2}=\left\|X_{2}\right\|_{2}$. Thus $\left\|F_{2}\right\|_{2} \leq\left\|F_{1}\right\|_{2}$ and the minimum of $\|F\|_{2}$ occurs at $Q=0$.

Remark 2 It is hard to prove that Theorem 5 is true for general $B$. In order to prove $\left\|R^{-1} B^{T} X_{2}\right\|_{2} \leq\left\|R^{-1} B^{T} X_{1}\right\|_{2}$, we would need to prove that

$$
\begin{aligned}
& \max _{y}\left(y^{T} R^{-1} B^{T} X_{2}^{2} B R^{-1} y\right) \\
& \leq \max _{y}\left(y^{T} R^{-1} B^{T} X_{1}^{2} B R^{-1} y\right)
\end{aligned}
$$

This inequality, however, does not hold in general as the following example demostrates. Take

$$
\begin{aligned}
& B=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad R=I, \quad X_{1}=\left[\begin{array}{cc}
6 & -4 \\
-4 & 20
\end{array}\right] \\
& X_{2}=\left[\begin{array}{cc}
5 & -6 \\
-6 & 8
\end{array}\right] .
\end{aligned}
$$

Then $X_{1}-X_{2}=\left[\begin{array}{cc}1 & 2 \\ 2 & 12\end{array}\right]$ is positive definite but $\left\|R^{-1} B^{T} X_{2}\right\|_{2}=\sqrt{61}>\sqrt{52}=\left\|R^{-1} B^{T} X_{1}\right\|_{2}$. On the other hand $X_{1}, X_{2}$ and $B$ are not independent of each other so we may expect that Theorem 5 holds for a much wider class of problems with $m<n$.

On the other hand we apply Theorem 5 only for the (usually) small subsystem (13), for which we may even have more inputs than states. In this sense our result is appropriate in quite general situations.

It is natural to ask what happens when the minimization problem includes $R$. The answer is, that minimizing the norm of feedback matrices among all $0 \leq Q$ is usually sufficient, since we can always scale the problem so that $\|R\|_{2}=1$ (see [36]). In fact, let $\alpha=\|R\|_{2}$, then $\tilde{X}=X / \alpha$ satisfies the Riccati equation

$$
A^{T} \frac{X}{\alpha}+\frac{X}{\alpha} A-\frac{X}{\alpha} B \tilde{R}^{-1} B^{T} \frac{X}{\alpha}+\frac{Q}{\alpha}=0
$$

where $\tilde{R}=R / \alpha$. Observe that the feedback matrices produced by both Riccati equations are same, i.e.

$$
\tilde{F}=-\tilde{R}^{-1} B^{T} \tilde{X}=-R^{-1} B^{T} X=F
$$

Example 3 Consider the system given by
$A=\left[\begin{array}{ccccc}0.1 & 1 & 10 & 0 & 0 \\ -1 & 0.1 & 0 & 10 & 0 \\ & & 2 & 1 & 10 \\ & & -1 & 2 & 0 \\ & & & & 5\end{array}\right], B=\left[\begin{array}{ccc}5 & 4 & 3 \\ 4 & 5 & 4 \\ 3 & 4 & 5 \\ 1 & 3 & 4 \\ 1 & 1 & 3\end{array}\right]$,
and let $R=\alpha I$ and $Q=\beta I$. The following table shows the optimal stabilizing feedback $\|F\|_{2}$ as a function of $\alpha$ and $\beta$.

| $\beta \backslash \alpha$ | $10^{-4}$ | $10^{-2}$ | 1 | $10^{2}$ | $10^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-4}$ | 9.80 | 6.41 | 6.01 | 5.98 | 5.98 |
| $10^{-2}$ | 23.7 | 9.80 | 6.41 | 6.01 | 5.98 |
| 1 | 147 | 23.7 | 9.80 | 6.41 | 6.01 |
| $10^{2}$ | 1397 | 147 | 23.7 | 9.80 | 6.41 |
| $10^{4}$ | $10^{4}$ | 1397 | 147 | 23.7 | 9.80 |

The Toeplitz structure of the above table is in accordance with our theoretical analysis, only one parameter plays a role. The minimum norm feedback matrix $F$ with $\|F\|_{2}=5.9833$ occurs at $\beta=0, \alpha=1$ and $\lambda(A+B F)=\{-5.0000,-0.1000 \pm$ $1.0000 i,-2.0000 \pm 1.0000 i\}$.

In this section we have discussed the minimization of the feedback $F$ in two different measures, the value of the cost functional $J(Q)$ and $\|F\|_{2}$. In the first case and in special situations also in the second case the optimal $F$ is obtained for the choice $Q=0$ in the cost functional.

In the next question we discuss as a different measure of optimality the distance to instabilty.

## 4. Distance to Instability

We have already discussed in the introduction that the goal in using the freedom in the choice of the stabilizing feedback matrix is to make the closed loop system insensitive to perturbations. In the previous section we have attempted to minimize the norm of the feedback matrix to achieve this goal. In this section we try to maximize the distance to instability. If we could solve this problem, we would certainly obtain the best choice in terms of robustness.

Let $A$ be stable, then the distance of $A$ to the nearest matrix in the set of unstable matrices is measured as follows [18]:

$$
\delta(A)=\min _{\mu} \sigma_{n}(A-\mu i I)
$$

where $\sigma_{n}$ is the smallest singular value of $A-\mu i I$ and $i=\sqrt{-1}$. For small sized problems efficient algorithms are available for computing this distance $[37,38]$. We wish to solve the optimization problem

$$
\max _{F} \delta(A+B F),
$$

among all feedback matrices $F$ that stabilize the system. Suppose that $A+B F$ is diagonalizable and $A+B F=W \Lambda W^{-1}$ is the spectral decomposition. Then it is clear that a lower bound for $\delta(A+B F)$ is given by

$$
\frac{1}{\operatorname{cond}_{2}(W)} \delta(\Lambda) \leq \delta(A+B F)
$$

In [6] a robust pole assignment algorithms is based on minimizing the lower bound $\operatorname{cond}_{2}(W)$ for $\delta(A+$ $B F)$. However, if eigenvalues are close, then this bound can be arbitrary small, even though the $\delta(A+B F)$ is not [39]. Also the method that optimizes cond ${ }_{2}(W)$ is not feasible for large scale problems.

In the following theorem the above lower bound is improved. To do this, the matrix $A+B F$ is assumed to be in block Schur form (10). Then the separation of $A_{11}$ and $A_{22}, \operatorname{sep}\left(A_{11}, A_{22}\right)$, is defined as the smallest singular value of $Y$, where $A_{11} Y-Y A_{22}=A_{12}[40]$.

Theorem 6 Let $F$ be a feedback matrix derived from the stabilization algorithm such that all eigenvalues of $A+B F$ have negative real part. Suppose that $A+B F$ has the Schur form

$$
A=W\left[\begin{array}{cc}
A_{11} & A_{12}+B_{1} F_{2} \\
0 & A_{22}+B_{2} F_{2}
\end{array}\right] W^{T}
$$

Then

$$
\begin{gathered}
\frac{\eta^{2}}{\left(\eta+\left\|A_{12}+B_{1} F_{2}\right\|_{2}\right)^{2}} \min \left\{\delta\left(A_{11}\right), \delta\left(A_{22}+B_{2} F_{2}\right)\right\} \\
\leq \delta(A+B F)
\end{gathered}
$$

where

$$
\eta:=\min _{\mu} \operatorname{sep}\left(A_{11}-\mu i I, A_{22}+B_{2} F_{2}-\mu i I\right)
$$

Proof: The result is true for $\eta=0$. So we may assume that $\eta \neq 0$ and hence there exists a matrix $Y$ satisfying

$$
\begin{align*}
& \left(A_{11}-\mu i I\right) Y-Y\left(A_{22}+B_{2} F_{2}-\mu i I\right) \\
& +\left(A_{12}+B_{1} F_{2}\right)=0 \tag{16}
\end{align*}
$$

such that

$$
\begin{aligned}
& {\left[\begin{array}{cc}
I & -Y \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
A_{11}-\mu i I & A_{12}+B_{1} F_{2} \\
0 & A_{22}+B_{2} F_{2}-\mu i I
\end{array}\right] *} \\
& {\left[\begin{array}{cc}
I & Y \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
A_{11}-\mu i I & 0 \\
0 & A_{22}+B_{2} F_{2}-\mu i I
\end{array}\right] .}
\end{aligned}
$$

It follows that

$$
\begin{align*}
& \sigma_{n}\left(\left[\begin{array}{cc}
A_{11}-\mu i I & 0 \\
0 & A_{22}+B_{2} F_{2}-\mu i I
\end{array}\right]\right) \\
& \leq \operatorname{cond}\left(\left[\begin{array}{cc}
I & -Y \\
0 & I
\end{array}\right]\right) * \\
& \sigma_{n}\left(\left[\begin{array}{cc}
A_{11}-\mu i I & A_{12}+B_{1} F_{2} \\
0 & A_{22}+B_{2} F_{2}-\mu i I
\end{array}\right]\right)  \tag{17}\\
& \leq\left(1+\max _{\mu}\|Y\|_{2}\right)^{2} * \\
& \sigma_{n}\left(\left[\begin{array}{cc}
A_{11}-\mu i I & A_{12}+B_{1} F_{2} \\
0 & A_{22}+B_{2} F_{2}-\mu i I
\end{array}\right]\right)
\end{align*}
$$

Then by (16) we obtain that

$$
\begin{gathered}
\|Y\|_{2} \leq \frac{\left\|A_{12}+B_{1} F_{2}\right\|_{2}}{\operatorname{sep}\left(A_{11}-\mu i I, A_{22}+B_{2} F_{2}-\mu i I\right)} \\
\leq \frac{\left\|A_{12}+B_{1} F_{2}\right\|_{2}}{\eta}
\end{gathered}
$$

Substituting the upper bound into (17) completes the proof.

If the norm of $A_{12}+B_{1} F_{2}$ is large or if there are close eigenvalues of $A_{11}$ and $A_{22}+B_{2} F_{2}$ then the lower bound may be very small. It is often the case that close eigenvalues make only the lower bound small but not $\delta(A+B F)$ [39]. Since the norm of $F$ is minimized via the solution of the Lyapunov equation (14), the stabilization method in general does not make $\delta(A+B F)$ much smaller than $\delta\left(A_{11}\right)$. This observation is demonstrated in our numerical examples in the next section.

## 5. Numerical Examples

Based on the previous discussion we suggest the following stabilization method for a large control system with only few unstable poles:

## Algorithm 1 Stabilization

Input: System matrices $A \in \mathbf{R}^{n \times n}, B \in \mathbf{R}^{n \times m}$.
Output: Feedback matrix $F \in \mathbf{R}^{m \times n}$ such that $A+B F$ is stable.

1. Newton iteration for the matrix sign function
Iterate
$X_{0}=A, X_{k+1}=\left(X_{k}+X_{k}^{-1}\right) / 2, k=1,2, \ldots$
until $\left\|X_{k+1}-X_{k}\right\|_{1} \leq 1000 * N\left\|X_{k+1}\right\|_{1}^{2} e p s$, where $\epsilon p s$ is the machine precision. Set $\operatorname{sign}(A):=X_{k+1}$.
2. Computation of an orthogonal basis for the unstable invariant subspace.
Compute the QR decomposition with column pivoting (see [24])

$$
W^{T}(\operatorname{sign}(A)-I) \Pi=\left[\begin{array}{cc}
S_{11} & S_{12} \\
0 & 0
\end{array}\right]
$$

and partition $W=\left(W_{1}, W_{2}\right)$ analogously.
3. Set $A_{22}=W_{2}^{T} A W_{2}, B_{2}=W_{2}^{T} B$.
4. Solve the Lyapunov equation

$$
A_{22} Y+Y A_{22}^{T}=B_{2} B_{2}^{T}
$$

using for example the Bartels/Stewart algorithm (cf. [24]).
5. Set $F_{2}=-B_{2}^{T} Y^{-1}$ and set $F=$ $\left[\begin{array}{ll}0 & F_{2}\end{array}\right] W^{T}$.

Remark 3 We have the following comments on this algorithm:

1. A detailed analysis of the numerical properties of methods for the compution of the matrix sign function is given in [19, 27, 23]. In particular it is shown in [23] that the matrix sign function method
is as good as the Schur method for computing invariant subspaces.
2. Other methods for the computation of the matrix sign-function can be used to replace Newton's method in Step 1., see [19, 27]. Also other methods for the solution of the Lyapunov equation can be employed, see [24].
3. In our algorithm, we have chosen $R=I$ in the cost functional that leads to the Lyapunov equation. There are of course other choices, for example $R=\left(B^{T} B\right)^{1 / 2}$, but numerical examples indicate that the choice $R=I$ is better.

Example 4 For Example 1 Algorithm 1 yields a feedback with $\|F\|_{2}=463.2583$ and for Example 2 the norm of the feedback is $\|F\|_{2}=204.7319$. A comparison of the pole assignment methods and the stabilization method via the Riccati equation shows that the norm $\|F\|_{2}$ is drastically reduced.

Example 5 This example demonstrates that when the dimension of the input matrix becomes larger, the norm of the optimal feedback matrix $F$ goes down. Let

$$
\begin{aligned}
& A=\left[\begin{array}{ccccc}
0.1 & 10 & & & \\
& 0.3 & 10 & & \\
& & & 2 & 10 \\
& & & & 4
\end{array}\right] \\
& B=\left[\begin{array}{ccccc}
5 & 4 & 3 & 1 & 1 \\
4 & 5 & 4 & 3 & 1 \\
3 & 4 & 5 & 4 & 3 \\
1 & 3 & 4 & 5 & 4 \\
1 & 1 & 3 & 4 & 5
\end{array}\right]
\end{aligned}
$$

By adding in successively more columns in $B$, we have the following norms of optimal feedback matrices.

| m | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\\|F\\|_{2}$ | 16.10 | 11.55 | 3.99 | 2.28 | 1.80 |

Example 6 This example is taken from [19]. It was originally suggested by Chatelin. It has the form

$$
A=Q(D+N) Q^{T}
$$

where $Q$ is a random orthogonal matrix and $N$ is a matrix
with $n_{i j}=\left\{\begin{array}{ll}\alpha, & \text { if } j=i+30 ; \\ 0, & \text { otherwise }\end{array}\right.$ and $\alpha=10 . D$ has the form $D=\operatorname{diag}\left(D_{1}, \ldots, D_{350}, 1,2,3, \ldots, 10\right)$ with $D_{k}=\left[\begin{array}{cc}x_{k} & y_{k} \\ -y_{k} & x_{k}\end{array}\right]$, where $x_{k}=-y_{k}^{2} / 10, y_{k}=$ $-0.1 k, k=1,2, \ldots, 350$ and $B$ is a random $n \times 15$ matrix. The stable eigenvalues of $A$ lie on the curve $x=-y^{2} / 10$.

Due to the large size of the matrix, we were not able to compute the distance to instability. The sign-function method produced a factorization of the form

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
E_{21} & A_{22}
\end{array}\right]
$$

where the perturbation $E_{21}$ is very small,

$$
\frac{\left\|E_{21}\right\|_{1}}{\|A\|_{1}}=3.027 * 10^{-14}
$$

The stabilization procedure produced a feedback matrix $F$ with $\|F\|_{2}=43.662$.

If we take the $105 \times 105$ matrix constructed in a similar way with $\alpha=10^{3}$, five unstable eigenvalues $1,2,3,4,5$ and a $105 \times 3$ matrix $B$ with rows $[k, 200-$ $k, \sqrt{k}], k=1,2 \ldots, 105$ we obtained an analogous result. In this case we computed $\delta\left(A_{11}\right)=6.3145 *$ $10^{-5}$, where the minimum occurs for the parameter $\mu=1.0002$. Our computation yields $\delta(A+B F)=$ $9.4497 * 10^{-7}$ and $\mu=0.9961$.

Example 7 We ran 100 tests with a random $100 \times$ 100 system matrix $A$ with less than 7 unstable eigenvalues and a random $100 \times 6$ matrix $B$. None of the norms of the feedback matrices was larger than 45.

## 6. Conclusions and Future Work

A new algorithm is presented to do stabilization for a large linear control system with only a few unstable eigenvalues. The method is based on the matrix sign function method and the solution of a small Lyapunov equation. Both theoretical results and numerical examples are presented to analyze the properties of this new algorithm.

An argument that is often used in favor of pole placement algorithms is that pole placemnt allows to place the poles in specified regions for example angular sectors in the left half plane. The approach that we discussed in this paper, i.e. using the signfunction method to split the stable from the unstable subspace, is not limited to this situation. Since the sign-function can be used to locate the eigenvalues in any rectangular or parallelogram domain in the complex plane [19], we can use the described method also to identify the poles which are not in the region we wish them to be in, and use a similar approach to move the poles that are not into the specified region. A detailed analysis of this method is currently under investigation.

We thank Dr. V. Sima for many helpful comments and discussions.
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