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Abstract

In this paper we introduce a new approach for a uni�ed theory for continuous

and discrete time (optimal) control problems based on the generalized Cayley

transformation. We also relate the associated discrete and continuous gener-

alized algebraic Riccati equations. We demonstrate the potential of this new

approach by proving a new result for discrete algebraic Riccati equations. But

we also discuss where this new approach as well as all other approaches still is

non-satisfactory. We explain a discrepancy observed between the discrete and

continuous cse and show that this discrepancy is partly due to the consideration

of the wrong analogues. We also present an idea for a metatheorem that relates

general theorems for discrete and continuous control problems.



Introduction

For given matrices Q;A;E 2 C

n�n

, B 2 C

n�m

, C 2 C

p�n

, R 2 C

m�m

B with

full column rank, C with full row rank, Q Hermitian, and R Hermitian positive

de�nite, the generalized continuous algebraic Riccati equation has the form

C

�

QC + A

�

XE +E

�

XA � (B

�

XE)

�

R

�1

(B

�

XE) = 0; (1)

while the corresponding generalized discrete time Riccati equation takes the form

�E

�

XE + A

�

XA +C

�

QC � (B

�

XA)

�

(R+ B

�

XB)

�1

(B

�

XA) = 0; (2)

where

�

denotes the conjugate transpose.

It is well known, e.g. [16, 17, 18, 19], that the solutions of the algebraic Riccati

equations (1) and (2) can be used to obtain solutions to linear quadratic optimal

control problems and optimal �lter problems. See also the forthcoming book

[15]. In the continuous time case this is the problem to minimize the cost

functional

1

2

1

t

0

[y(t)

�

Qy(t) + u(t)

�

Ru(t)] dt (3)

subject to the dynamics

E _x(t) = Ax(t) + Bu(t);

x(t

0

) = x

0

;

y(t) = Cx(t):

(4)

In the discrete time case one considers the problem of minimizing the cost

functional

1

2

1

k=0

[y

�

k

Qy

k

+ u

�

k

Ru

k

] (5)

subject to the dynamics

Ex

k+1

= Ax

k

+Bu

k

;

x

0

= x

0

;

y

k

= Cx

k

:

(6)

It is also well known, e.g. [16, 17, 18, 19], that the solutions of the algebraic

Riccati equations can be obtained via the computation of de
ating subspaces

of the following pencils. In the continous time case the pencil is of the form

�E

c

�H

c

:= �

�

E 0

0 E

�

�

�

�

A BR

�1

B

�

C

�

QC �A

�

�

=: �

�

E

c

0

0 E

�

c

�

�

�

F

c

G

c

H

c

�F

�

c

�

:

(7)
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and in the discrete time case the pencil is of the form

�E

d

� A

d

:= �

�

E �BR

�1

B

�

0 A

�

�

�

�

A 0

C

�

QC E

�

�

:= �

�

E

d

�G

d

0 F

�

d

�

�

�

F

d

0

H

d

E

�

d

�

:

(8)

In the case that E = I, it is well known that H

c

=

�

F

c

G

c

H

c

�F

�

c

�

is a Hamilto-

nian matrix and that �E

d

� A

d

is a symplectic pencil.

De�nition 1 Let J :=

�

0 I

�I 0

�

.

a) A pencil �E

c

�A

c

2 C

2n;2n

is called Hamiltonian i E

c

JA

�

c

= �A

c

JE

�

c

. The

set of Hamiltonian pencils in C

2n;2n

is denoted by H

p

2n

.

b) A matrix H

c

2 C

2n;2n

is called Hamiltonian i (H

c

J)

�

= H

c

J . The Lie

Algebra of Hamiltonian matrices in C

2n;2n

is denoted by H

2n

.

c) A pencil �E

d

�A

d

2 C

2n;2n

is called symplectic i E

d

JE

�

d

= A

d

JA

�

d

. The set

of symplectic pencils in C

2n;2n

is denoted by S

p

2n

.

d) A matrix S

d

2 C

2n;2n

is called symplectic i S

d

JS

�

d

= J . The Lie group of

symplectic matrices in C

2n;2n

is denoted by S

2n

.

If E

c

or E

d

are invertible, in a) or c) respectively, then H

c

= E

�1

c

A

c

is Hamil-

tonian and S

d

= E

�1

d

A

d

is symplectic. Note further that in general a pencil of

the form (7) is not a Hamiltonian pencil, since a pencil of the form

�

�

E 0

0 E

�

�

�

�

F G

H �F

�

�

(9)

is Hamiltonian if and only if

GE

�

;HE are Hermitian and FE = EF: (10)

Analogously a pencil of the form

�

�

E �G

0 F

�

�

�

�

F 0

H E

�

�

(11)

is symplectic if and only if (10) holds.

It is also well known that the spectra of Hamiltonian pencils or symplectic

pencils have a certain symmetry, e.g. [18, 19]. Namely if � is a �nite eigenvalue

of a Hamiltonian pencil or matrix, then also �

�

�
is an eigenvalue, i.e. the

eigenvalues lie symmetric with respect to the imaginary axis. For symplectic

pencils or matrices, if � is an eigenvalue then also

�

�

�1

is an eigenvalue, i.e. the

eigenvalues lie symmetric with respect to the unit circle.

Based on this property one is immediately lead to consider transformations that

relate the Lie algebra of Hamiltonian matrices and the Lie group of symplectic

2



matrices. This topic is well studied in classical group theory [25]. There are

many such transformations and they are based on classical results from complex

analysis how to construct mappings that map the open right half complex plane

to the outside of the unit disk, the open left half to the inside of the unit disk

and the imaginary axis to the unit circle. One such mapping, the one we will

study here, is the so called Cayley transformation

y = C

�

1

(z) = (1� �

1

z)

�1

(�

1

+ z); (12)

where the shiftpoint �

1

6= �i is any complex number of modulus one. The

inverse transformation is

z = C

�

�

1

(y) = (y � �

1

)(�

1

y + 1)

�1

: (13)

Note that in (12) and (13) we cannot use �

1

= �i, since then the transformation

maps everything to one point.

It is obvious that both transformations (12) and (13) have poles and hence the

transformations are not continuous at these poles. This property will create

di�culties and we will discuss these in detail.

A matrix version of the Cayley transformation can be used to relate Hamiltonian

and symplectic matrices, e.g. [5, 19] or more generally discrete and continuous

control problems. This is a well known and widely used fact, e.g. [24, 2, 6, 23,

18, 19, 22]. Consider the matrix transformations

C

�

1

: S

2n

! H

2n

; = C

�

1

( ) = (I � �

1

)

�1

(�

1

I + ); (14)

and the inverse transformation

C

�

�

1

: H

2n

! S

2n

; = C

�

�

1

( ) = ( � �

1

I)(I + �

1

)

�1

: (15)

Again both mappings are not continuous at the poles but we will show in the

next section that we can make the mappings continuous by considering them as

mappings between Hamiltonian and symplectic pencils:

C

p

�

1

: S

p

2n

! H

p

2n

; �E

c

�A

c

= C

p

�

1

(�E

d

�A

d

) = �(E

d

��

1

A

d

)�(�

1

E

d

+A

d

); (16)

and the inverse transformation

C

p�

�

1

: H

p

2n

! S

p

2n

; �E

d

�A

d

= C

p�

�

1

(�E

c

�A

c

) = �(�

1

A

c

+E

c

)�(A

c

��

1

E

d

): (17)

We will discuss this generalized Cayley transformation for matrix pencils in

detail in Section 2. When we study this generalized transformation, which is

continuous also at the poles of the original Cayley transformation, we obtain a

new analogue between discrete and continuous time control systems, which ex-

plains some of the well known discrepancies between the discrete and continuous

case. We will show that the analogy should be between the Riccati equations

�X

d

+ F

�

d

X

d

F

d

+H

d

+ F

�

d

X

d

(I �G

d

X

d

)

�1

F

d

= 0; (18)
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in the discrete case and

A

�

c

H

c

A

c

+ A

�

c

X

c

+X

c

A

c

� A

�

c

X

c

G

c

X

c

A

c

= 0; (19)

with F

d

; G

d

; G

c

;H

d

;H

c

as in (7), (8) and A

c

= F

�1

c

.

Based on the generalized Cayley transformation we will give explicite formulas

in Section 2 that relate speci�c parametrizations of Hamiltonian and symplec-

tic pencils. These formulas are then used to show that standard assumptions

in control theory, like controllability and observability in Section 3 as well as

semide�niteness of blocks of Hamiltonian or symplectic matrices in Section 4

are directly related for discrete and continuous systems.

This relationship then allows us to present in Section 5 a metatheorem that

states that whenever the Cayley transformation transforms the assumptions

and the statement of a theorem for discrete or continuous control problems, then

either side can be proved via the other and thus we obtain a uni�ed treatment.

This is essentially a folklore result, but there are examples in the literature,

e.g. [8, 26] that show that the analogy between continuous and discrete time

problems is not complete. An example for such a result is given in Section 6,

where the existence of arbitrary solutions for algebraic Riccati equations based

on de
ating subspaces is discussed. The di�erences occur for several reasons.

One reason is that the standard Cayley transformation has poles, where it is

not continuous. Another reason is that in the pencil formulation we have to

consider de
ating subspaces to compute the solution of the algebraic Riccati

equation. In the pencil case we have that, in contrast to the case of Hamiltonian

or symplectic matrices, not every Lagrangian subspace leads to a solution of the

Riccati equation, since eigenvectors to in�nite eigenvalues cannot be used. This

leads to di�erences between continuous and discrete algebraic Riccati equations,

since the continuous algebraic Riccati equation is associated to a Hamiltonian

matrix, while the discrete equation is associated to a symplectic pencil. Based

on the pencil formulation and the new analogy between discrete and continuous

Riccati equations, we observe that the same restriction occurs for the analogous

continuous time algebraic Riccati equation.

Unfortunately the new approach creates more open questions, since (19) actually

is a generalized algebraic Riccati equation for which the theory is not complete.

We will give some examples and pose some open questions.

It is the main purpose of this paper to introduce the new unifying approach.

We will demonstrate its potential by proving a new result for the discrete time

case, and it is clear that this approach can be used to simplify many proofs for

known results, but we refrain here from doing so.

he Ca le ransformation

In this section we develop the basic properties of the Cayley transformation and

how it can be used to relate Hamiltonian and symplectic pencils. We begin with

4



a well known but key Lemma [17].

Lemma 2

a) Let �E

d

� A

d

be a symplectic pencil. Assume that �

1

2 C n fi;�ig with

j�

1

j = 1.

Then

�E

c

� A

c

:= �(E

d

� �

1

A

d

)� (�

1

E

d

+A

d

) (20)

is a Hamiltonian pencil.

b) Let �E

c

� A

c

be a Hamiltonian pencil and �

1

2 C n fi;�ig with j�

1

j = 1.

Then

�E

d

� A

d

= �(�

1

A

c

+ E

c

) � (A

c

� �

1

E

c

) (21)

is a symplectic pencil.

Proof. a) Since �E

d

�A

d

is symplectic we have

�

1

E

d

JE

�

d

�E

d

JA

�

d

+A

d

JE

�

d

�

�

�

1

A

d

JA

�

d

+

�

�

1

E

d

JE

�

d

�A

d

JE

�

d

+E

d

JA

�

d

��

1

A

d

JA

�

d

= 0:

Equivalently we have

(�

1

E

d

+A

d

)J(E

�

d

�

�

�

1

A

�

d

) + (E

d

� �

1

A

d

)J(

�

�

1

E

�

d

+ A

�

d

) = 0

which proves a).

b) E

d

JE

�

d

� A

d

JA

�

d

= (�

1

A

c

+ E

c

)J(�

1

A

c

+ E

c

)

�

� (A

c

� �

1

E

c

)J(A

c

� �

1

E

c

)

�

.

Since j�

1

j = 1 we have that E

d

JE

�

d

�A

d

JA

�

d

= �

1

(A

c

JE

�

c

+E

c

JA

�

c

)+

�

�

1

(A

c

JE

�

c

+

E

c

JA

�

c

); which proves b).

Note that in Lemma 2 no assumption is made that excludes �

1

to be an eigen-

value of the pencil that is transformed. This means that the pencil formulation

allows to consider the Cayley transformation also at the poles. Away from the

poles we have the following result.

Corollary 3

a) Let �E

d

�A

d

be a symplectic pencil. Assume that �

1

2 Cnfi;�ig with j�

1

j = 1

and that det(E

d

� �

1

A

d

) 6= 0.

Then

H

c

:= (E

d

� �

1

A

d

)

�1

(�

1

E

d

+A

d

) (22)

is a Hamiltonian matrix.

b) Let �E

c

� A

c

be a Hamiltonian pencil. Assume that �

1

2 C n fi;�ig with

j�

1

j = 1 and that det(�

1

A

c

+ E

c

) 6= 0.

Then

S

d

:= (�

1

A

c

+ E

c

)

�1

(A

c

� �

1

E

c

) (23)

is a symplectic matrix.
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Proof. The result follows directly from Lemma 2 by taking inverses.

Lemma 2 and Corollary 3 give the relationship between symplectic pencils or

matrices and Hamiltonian pencils or matrices. Now, since the Cayley transfor-

mation is one-to-one and, as we will show, in the pencil version also continuous,

it can be used to jump back and forth between symplectic pencils and Hamil-

tonian pencils. In many cases, however, they have a special structure, like for

example in the applications from control theory. These applications lead to spe-

ci�c parametrizations of symplectic and Hamiltonian pencils or matrices. The

most important of these parametrizations are described in the following Lemma:

Lemma 4

a) Let S

d

=

�

S

11

S

12

S

21

S

22

�

, with blocks S

ij

2 C

n�n

, be symplectic and suppose

that S

22

is invertible. Then S

d

can be factored as a product of three symplectic

matrices

S

d

=

�

I G

d

0 I

� �

F

d

0

0 F

��

d

� �

I 0

H

d

I

�

=

�

F

d

+ G

d

F

��

d

H

d

G

d

F

��

d

F

��

d

H

d

F

��

d

�

:

(24)

The blocks are given by

F

d

= S

��

22

; G

d

= S

12

S

�1

22

; H

d

= S

�1

22

S

21

(25)

and the pencil

�E

d

� A

d

:= �

�

I �G

d

0 F

�

d

�

�

�

F

d

0

H

d

I

�

(26)

is symplectic. An analogous result can be formulated if S

11

is invertible.

b) Let �E

c

�A

c

be a Hamiltonian pencil and suppose that E

c

is invertible, then

this pencil is equivalent to the pencils

�

~

E

c

�

~

A

c

:= �

�

A

c

0

0 �A

�

c

�

�

�

I A

c

G

c

�A

�

c

H

c

I

�

(27)

and

�I �H

c

:= �

�

I 0

0 I

�

�

�

F

c

G

c

H

c

�F

�

c

�

; (28)

where F

c

= A

�1

c

.

Proof. For a) see [19], p. 119. Part b) is trivial by (10).

On �rst site part b) of Lemma 20 looks a complete triviality. Why should one

write the pencil in the form (27). The reason is that this representation as well

as the one in part a) gives us the continuity in the pencil formulation of the

Cayley transformation. Actually this representation of symplectic matrices as

symmetric pencils allows a compacti�cation of the symplectic group. This can

6



be seen as follows: Let fF

i

d

g be a sequence of nonsingular matrices converging

to a singular matrix F

d

. Then for all i

�E

i

d

� A

i

d

:= �

�

I �G

d

0 (F

i

d

)

�

�

�

�

F

i

d

0

H

d

I

�

(29)

is a symplectic pencil and this also holds in the limit. Similarly for all i

S

i

d

=

�

I G

d

0 I

� �

(F

i

d

) 0

0 (F

i

d

)

��

� �

I 0

H

d

I

�

: (30)

is symplectic, while the limit does not exist. A similar property is obtained for

Hamiltonian pencils in the form (27) if we consider a sequence of nonsingular

matrices fA

i

c

g converging to a singular matrixA

c

. While the limit in (27) exists

and is still a Hamiltonian pencil, the limit in (28) does not exist.

In view of this observation we may conclude that the analogous continuous time

control problem correponding to

x

k+1

= F

d

x

k

+B

d

u

k

(31)

that one should consider to obtain a more uni�ed theory is not

_x = F

c

x+B

c

u (32)

but

A

c

_x = x+A

c

B

c

u: (33)

The latter now represents a descriptor system while the �rst one does not.

Clearly if A

c

is invertible then the two systems (32) and (33) are equivalent.

The corresponding Riccati equations are of the form

�X

d

+ F

�

d

X

d

F

d

+H

d

+ F

�

d

X

d

(I �G

d

X

d

)

�1

F

d

= 0; (34)

and

A

�

c

H

c

A

c

+ A

�

c

X

c

+X

c

A

c

� A

�

c

X

c

G

c

X

c

A

c

= 0; (35)

with G

d

; G

c

;H

d

;H

c

as in (7), (8). We will come back to these two Riccati

equations later.

In our next Lemma we give explicit formulas for the relationship of the blocks

of Hamiltonian pencils and the blocks of the corresponding symplectic pencils

in the parametrizations given in Lemma 4 if the Cayley transformation is used

to transform from one to the other.

Lemma 5

a) Let

�E

d

� A

d

:= �

�

I �G

d

0 F

�

d

�

�

�

F

d

0

H

d

I

�

(36)

7



be a symplectic pencil. Let �

1

2 C n f+i;�ig with j�

1

j = 1. Suppose that the

matrices I � �

1

F

d

and (�

1

I + F

d

)� G

d

(

�

�

1

I � F

d

)

��

H

d

are nonsingular. Then

the Hamiltonian pencil �E

c

� A

c

:= �(E

d

� �

1

A

d

) � (�

1

E

d

+ A

d

) is equivalent

to the Hamiltonian pencil

�

�

A

c

0

0 �A

�

c

�

�

�

I A

c

G

c

�A

�

c

H

c

I

�

(37)

where the blocks satisfy the following formulas:

A

c

= (I + G

d

~

H

d

)(C

d

�

�

�

1

G

d

~

H

d

)

�1

(38)

= (C

d

�

�

�

1

~

G

d

H

d

)

�1

(I +

~

G

d

H

d

) (39)

�A

�

c

H

c

= (�

1

+

�

�

1

)(C

�

d

� �

1

~

H

d

G

d

)

�1

~

H

d

(40)

A

c

G

c

= �(�

1

+

�

�

1

)(C

d

� �

1

~

G

d

H

d

)

�1

~

G

d

: (41)

Here we have set

~

G

d

:= (I��

1

F

d

)

�1

G

d

(I��

1

F

d

)

��

,

~

H

d

:= (I��

1

F

d

)

��

H

d

(I�

�

1

F

d

)

�1

and C

d

:= (I � �

1

F

d

)

�1

(�

1

I + F

d

) . If furthermore F

c

= A

�1

c

exists

then we have

F

c

= (C

d

�

�

�

1

G

d

~

H

d

)(I + G

d

~

H

d

)

�1

= (I +

~

G

d

H

d

)

�1

(C

d

�

�

�

1

~

G

d

H

d

)(42)

H

c

= �(�

1

+

�

�

1

)

~

H

d

(I + G

d

~

H

d

)

�1

(43)

G

c

= �(�

1

+

�

�

1

)(I +

~

G

d

H

d

)

�1

~

G

d

: (44)

b) Let

�E

c

� A

c

= �

�

A

c

0

0 �A

�

c

�

�

�

I A

c

G

c

�A

�

c

H

c

I

�

(45)

be a Hamiltonian pencil. Let �

1

2 C n f+i;�ig with j�

1

j = 1 be such that the

matrices A

c

+ �

1

I and (A

c

+ �

1

I) + A

c

G

c

(A

c

+ �

1

I)

��

A

�

c

H

c

are nonsingular.

Then the symplectic pencil �E

d

�A

d

:= �(�

1

A

c

+E

c

)� (A

c

��

1

E

c

) is equivalent

to the symplectic pencil

�

�

I �G

d

0 F

�

d

�

�

�

F

d

0

H

d

I

�

(46)

with blocks

F

d

= (C

c

+

�

�

1

G

c

~

H

c

)(I + G

c

~

H

c

)

�1

= (I +

~

G

c

H

c

)

�1

(C

c

+

�

�

1

~

G

c

H

c

) (47)

H

d

= �(�

1

+

�

�

1

)

~

H

c

(I + G

c

~

H

c

)

�1

(48)

G

d

= �(�

1

+

�

�

1

)(I +

~

G

c

H

c

)

�1

~

G

c

; (49)

where C

c

:= (I � �

1

A

c

)(�

1

I + A

c

)

�1

,

~

G

c

:= (�

1

I +A

c

)

�1

A

c

G

c

A

�

c

(�

1

I +A

c

)

��

and

~

H

c

:= (�

1

I + A

c

)

��

A

�

c

H

c

A

c

(

�

�

1

I + A

c

)

�1

.
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Proof.

a) Let us assume �rst that �

1

is chosen such that E

d

� �

1

A

d

is nonsingular.

Then we can form H

c

:= (E

d

� �

1

A

d

)

�1

(�

1

E

d

+ A

d

) and from (36) we directly

obtain

H

c

=

�

F

c

G

c

H

c

�F

�

c

�

=

�

I � �

1

F

d

�G

d

��

1

H

d

F

�

d

� �

1

I

�

�1

�

�

1

I + F

d

��

1

G

d

H

d

�

1

F

�

d

+ I

�

=

�

I �(I � �

1

F

d

)

�1

G

d

��

1

(F

�

d

� �

1

I)

�1

H

d

I

�

�1

�

�

�

(I � �

1

F

d

)

�1

(�

1

I + F

d

) �(I � �

1

F

d

)

�1

�

1

G

d

(F

�

d

� �

1

I)

�1

H

d

(F

�

d

� �

1

I)

�1

(�

1

F

�

d

+ I)

�

=:

�

I �

^

G

^

H
I

�

�1

�

C

d

��

1

^

G

�

�

�

1

^

H
�C

�

d

�

=

�

I 0

^

H
I

� �

I �

^

G

0 I +

^

H

^

G

�

�1

�

C

d

��

1

^

G

�

�

�

1

^

H
�C

�

d

�

=

�

I

^

G
(I +

^

H

^

G
)

�1

0 (I +

^

H

^

G
)

�1

� �

C

d

��

1

^

G

�

^

H
(

�

�

1

I + C

d

) �C

�

d

+ �

1

^

H

^

G

�

=

�

C

d

�

^

G
(I +

^

H

^

G
)

�1

^

H
(

�

�

1

I + C

d

)

^

G
(��

1

I � (I +

^

H

^

G
)

�1

(C

�

d

� �

1

^

H

^

G
)

�(I +

^

H

^

G
)

�1

^

H
(

�

�

1

I + C

d

) (I +

^

H

^

G
)

�1

(�C

�

d

+ �

1

^

H

^

G
)

�

;

where we have used the abbreviations

^

H
:= (I � �

1

F

d

)

��

H

d

,

^

G
:= (I �

�

1

F

d

)

�1

G

d

, C

d

:= (I��

1

F

d

)

�1

(�

1

I+F

d

). We have

�

�

1

I+C

d

= (I��

1

F

d

)

�1

(�

1

+

�

�

1

),

^

G

^

H
=

~

G

d

H

d

and

^

H

^

G
=

~

H

d

G

d

. Using these formulas we obtain that

A

c

= F

�1

c

= (I +

^

H

^

G
)

�

(C

�

d

� �

1

^

H

^

G
)

��

= (I +G

d

~

H

d

)(C

d

�

�

�

1

G

d

~

H

d

)

�1

= [(C

d

+

�

�

1

I)(I + G

d

~

H

d

)

�1

�

�

�

1

I]

�1

= (C

d

�

�

�

1

~

G

d

H

d

)

�1

(I +

~

G

d

H

d

)

It follows immediately that

�A

�

c

H

c

= (C

�

d

� �

1

^

H

^

G
)

�1

^

H
(

�

�

1

I + C

d

) = (C

�

d

� �

1

~

H

d

G

d

)

�1

~

H

d

(�

1

+

�

�

1

):

For the other block we obtain

A

c

G

c

= (C

d

�

�

�

1

~

G

d

H

d

)

�1

(I +

~

G

d

H

d

)

^

G
(I +

^

H

^

G
)

�1

(C

�

d

+ �

1

I)

= (C

d

�

�

�

1

~

G

d

H

d

)

�1

(I +

^

G

^

H
)

^

G
(I +

^

H

^

G
)

�1

(C

�

d

+ �

1

I)

= (C

d

�

�

�

1

~

G

d

H

d

)

�1

^

G
(C

�

d

+ �

1

I);

which gives the required formula. The formulas for G

c

;H

c

follow analogously.

Now if �

1

is such that E

d

��

1

A

d

is singular, then we take a sequence of shiftpoints

9



�

i

1

converging to �

i

that satisfy the assumptions and for which we have that

E

d

��

i

1

A

d

is nonsingular. Then by continuity it follows that the formulas (38){

(41) also hold in the limiting case, since we have assumed that C

d

�

�

�

1

~

G

d

H

d

and I � �

1

F

d

are nonsingular.

b) Again assume �rst that �

1

is such that �

1

A

c

+ E

c

is nonsingular. Then we

have the symplectic matrix

S

d

:=

�

S

11

S

12

S

21

S

22

�

:= (�

1

A

c

+ E

c

)

�1

(A

c

� �

1

E

c

)

=

�

�

1

I + A

c

�

1

A

c

G

c

��

1

A

�

c

H

c

�

1

I �A

�

c

�

�1

�

I � �

1

A

c

A

c

G

c

�A

�

c

H

c

�

1

(

�

�

1

I +A

�

c

)

�

=

�

I �

1

(�

1

I +A

c

)

�1

A

c

G

c

�(

�

�

1

I + A

�

c

)

�1

A

�

c

H

c

(

�

�

1

I + A

�

c

)

�1

(I �

�

�

1

A

�

c

)

�

�1

�

�

�

(�

1

I +A

c

)

�1

(I � �

1

A

c

) (�

1

I +A

c

)

�1

A

c

G

c

�

�

�

1

(

�

�

1

I + A

�

c

)

�1

A

�

c

H

c

I

�

Set C

c

:= (I � �

1

A

c

)(�

1

I + A

c

)

�1

,

^

G
:= (�

1

I + A

c

)

�1

A

c

G

c

,

^

H
:= (

�

�

1

I +

A

�

c

)

�1

A

�

c

H

c

. Then

S

d

:=

�

I �

1

^

G

�

^

H
C

�

c

�

�1

�

C

c

^

G

�

�

�

1

^

H
I

�

= (

�

I 0

�

^

H
I

��

I �

1

^

G

0 (C

�

c

+ �

1

^

H

^

G
)

�

)

�1

�

C

c

^

G

�

�

�

1

^

H
I

�

=

�

C

c

� �

1

^

G(C

�

c

+ �

1

^

H

^

G)

�1

^

H(C

c

�

�

�

1

I)

^

G(I � �

1

(C

�

c

+ �

1

^

H

^

G)

�1

(I +

^

H

^

G)

(C

�

c

+ �

1

^

H

^

G
)

�1

^

H
(C

c

�

�

�

1

I) (C

�

c

+ �

1

^

H

^

G
)

�1

(I +

^

H

^

G
)

�

Now C

c

�

�

�

1

I = �(�

1

+

�

�

1

)A

c

(�

1

I +A

c

)

�1

,

^

H

^

G
=

~

H

c

G

c

and

^

G

^

H
=

~

G

c

H

c

and

thus applying Lemma 4 we obtain

F

d

= S

��

22

= (C

�

c

+ �

1

^

H

^

G
)

�

(I +

^

H

^

G
)

��

= (C

c

+

�

�

1

G

c

~

H

c

)(I + G

c

~

H

c

)

�1

= (I +

~

G

c

H

c

)

�1

(C

c

+

�

�

1

~

G

c

H

c

)

For the other blocks we obtain

G

d

= S

12

S

�1

22

=

^

G
(C

�

c

+ �

1

^

H

^

G
)

�1

(C

�

c

� �

1

I)(I +

^

H

^

G
)

�1

(C

�

c

+ �

1

^

H

^

G
)

=

^

G
(C

�

c

+ �

1

^

H

^

G
)

�1

(C

�

c

� �

1

I)[(I +

^

H

^

G
)

�1

(C

�

c

� �

1

I) + �

1

I]

=

^

G
(C

�

c

+ �

1

^

H

^

G
)

�1

[(C

�

c

� �

1

I)(I +

^

H

^

G
)

�1

+ �

1

I](C

�

c

� �

1

I)

=

^

G
(C

�

c

+ �

1

^

H

^

G
)

�1

(C

�

c

+ �

1

^

H

^

G
)(I +

^

H

^

G
)

�1

(C

�

c

� �

1

I)

=

^

G
(I +

^

H

^

G
)

�1

(C

�

c

� �

1

I)

= �(

�

�

1

+ �

1

)(I +

~

G

c

H

c

)

�1

~

G

c

;
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H

d

= S

�1

22

S

21

= (I +

^

H

^

G
)

�1

^

H
(C

c

�

�

�

1

I)

= �(I +

~

H

c

G

c

)

�1

~

H

c

(

�

�

1

+ �

1

)

If �

1

is such that �

1

A

c

+E

c

is singular, then we construct a sequence of numbers

f�

i

1

g converging to �

1

and satisfying the assumptions such that �

i

1

A

c

+ E

c

is

nonsingular. Then the resulting formulas are valid, hence by continuity they

also hold in the limit, since we have assumed that all the occuring inverses

exist.

In this section we have given explicite formulas that relate special parametriza-

tions of Hamiltonian and symplectic pencils via the Cayley transformation.

In the transformations we have excluded some points as shiftpoints but we

have not excluded the poles of the Cayley transformation. The reason for the

exclusion of some shiftpoints is that we wish to have the parametrization in

Lemma 5, which relates to the algebraic Riccati equations. As we have seen in

Lemma 4 we do not need these assumptions to relate general symplectic and

Hamiltonian pencils but it is an interesting open question to study such pencils

that do not have these speci�c parametrizations, their algebraic structure and

what applications there are that belong to such problems.

In the next section we now discuss how properties like controllability and ob-

servability are transformed under the Cayley transformation.

Controllabilit conditions

In order to obtain a unifying theory for discrete and continuous control problems

using the Cayley transformation, we have to analyse how typical assumptions

are transformed via the Cayley transformation. In this section we discuss how

conditions like controllability, observability, stabilizability and detectability for

continuous and associated discrete time systems are related.

We �rst give de�nitions of these conditions using the Hautus criteria, e.g. [7, 19].

De�nition 6

i) A pair of matrices (A;B), A 2 C

n�n

, B 2 C

n�m

is called controllable i�

rank

�

�I � A; B

�

= n for all � 2 C;

ii) A pair of matrices (A;C), A 2 C

n�n

, C 2 C

p�n

is called observable i�

rank

�

�I � A

C

�

= n for all � 2 C;

iii) A pair of matrices (A;B), A 2 C

n�n

, B 2 C

n�m

is called c-stabilizable i�

rank

�

�I � A; B

�

= n for all � 2 C; Re(�) � 0;

iv) A pair of matrices (A;C), A 2 C

n�n

, C 2 C

p�n

is called c-detectable i�

rank

�

�I � A

C

�

= n for all � 2 C; Re(�) � 0;

v) A pair of matrices (A;B), A 2 C

n�n

, B 2 C

n�m

is called d-stabilizable i�

rank

�

�I � A; B

�

= n for all � 2 C; j�j � 1;

11



vi) A pair of matrices (A;C), A 2 C

n�n

, C 2 C

p�n

is called d-detectable i�

rank

�

�I � A

C

�

= n for all � 2 C; j�j � 1.

Our next Lemma gives a relationship between the rank conditions for discrete

and continuous systems.

Lemma 7

Consider the symplectic pencil (36) and the associated Hamiltonian matrix pen-

cil via the generalized Cayley transformation given by (37). Here �

1

satis�es

the assumptions of Lemma 5 a). Then

rank

�

�A

c

� I; A

c

G

c

�

= rank

�

�I � F

d

; G

d

�

(50)

and

rank

�

�A

c

� I

A

�

c

H

c

�

= rank

�

�I � F

d

H

d

�

(51)

for all �; � 2 C, which are related via

� =

�

�

1

� � �

1

�

�

1

+ �

(52)

b) Consider a Hamiltonian pencil and the associated symplectic pencil as in

(46), where �

1

satis�es the assumptions of Lemma 5 b). Then

rank

�

�I � F

d

; G

d

�

= rank

�

�A

c

� I; A

c

G

c

�

(53)

and

rank

�

�I � F

d

H

d

�

= rank

�

�A

c

� I

A

�

c

H

c

�

(54)

for all �; � 2 C, which are related via

� =

�+ �

1

1� �

1

�

(55)

Proof. a) Using the formulas (38){(41) we obtain

rank[�A

c

� I; A

c

G

c

]

= rank[�(C

d

�

�

�

1

~

G

d

H

d

)

�1

(I +

~

G

d

H

d

) � I;�(�

1

+

�

�

1

)(C

d

�

�

�

1

~

G

d

H

d

)

�1

~

G

d

]

= rank(C

d

�

�

�

1

~

G

d

H

d

)

�1

[�(I +

~

G

d

H

d

) � (C

d

�

�

�

1

~

G

d

H

d

);

~

G

d

]

�

I 0

0 �(�

1

+

�

�

1

)I

�

)

= rank[�I � C

d

+ (�+ �

1

)

~

G

d

H

d

);

~

G

d

]

= rank[�I � C

d

;

~

G

d

]

= rank[�(I � �

1

F

d

)� (�

1

I + F

d

); G

d

(I � �

1

F

d

)

��

]

= rank[(�� �

1

)I � (��

1

+ 1)F

d

; G

d

]

= rank[�I � F

d

; G

d

]
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The other parts are proven analogously.

We see in this Lemma that we have to be careful with the rank equalities if

� = �

�

�

1

in a) and � =

�

�

1

in b), since then we are again at the poles of the

Cayley transformation and exactly in these points we may lose the controllability

properties. Let us consider an example:

Example 1 Consider the continuous time system given by

A

c

=

�

1 0

0 0

�

; G

c

= H

c

= I

Then rank[�A

c

� I; A

c

G

c

] = 2 for all � but the matrices obtained from the

generalized Cayley transformation with �

1

= 1 are

F

d

=

�

0:2 0

0 1

�

; G

d

= H

d

= �0:4

�

1 0

0 0

�

and clearly this system is not controllable, since

�

�I � F

d

; G

d

�

has a rank

drop at � = 1 corresponding to � =1.

Nonetheless we can use this Lemma to obtain the following equivalence results

for the case that A

�1

c

exists:

Theorem 8

Consider a symplectic pencil and the associated Hamiltonian matrix given by

the formulas in Lemma 5 a) or b) and assume that F

c

= A

�1

c

exists.

Then we have the following equivalences:

i) [F

d

; G

d

] is controllable if and only [F

c

; G

c

] is controllable;

ii) [F

d

;H

d

] is observable if and only [F

c

;H

c

] is observable;

iii) [F

d

; G

d

] is d-stabilizable if and only [F

c

; G

c

] is c-stabilizable;

iv) [F

d

;H

d

] is d-detectable if and only [F

c

;H

c

] is c-detectable.

Proof. The proof of i) and ii) follows direct from Lemma 7. For iii) and iv)

observe that the relationship between � and � in (52),(55) is just the scalar

Cayley transformation, hence the spectra are transformed accordingly.

It is well known, e.g.[3, 19] that the concepts de�ned in De�nition 6 cannot be

applied directly to descriptor systems

E _x = Ax+ Bu (56)

even if they have the special form (33). This is the reason why we have assumed

that A

�1

c

exists in the previous Lemma and this is also the reason for the

di�culties described in Example 1.
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For descriptor systems several di�erent concepts have to be considered, [3, 4].

De�ne the conditions

(C1) rank[�E �A;B] = n for all � 2 C

(C2) rank[E;AS

1

; B] = n, where the columns of S

1

span the right nullspace

of E.

A descriptor system (56) that satis�es conditions (C1) and (C2) is called

strongly controllable. It is obvious how corresponding conditions like strong

observability, strong stabilizability and strong detectability are de�ned, see [3, 4].

Condition (C1) describes the controllability of the �nite eigenvalues and (C2)

describes the controllability of the in�nite eigenvalues. If (C2) holds then there

exists a feeedback that makes the system regular and of index at most one, which

means that the system behaves essentially like a lower dimensional standard

system, see [3, 4].

We see that Lemma 7 only relates the properties of the �nite eigenvalues. In

order to get a uni�ed theory we have to add for the continuous time systems

the assumption that (C2) holds, even for special descriptor systems like (33).

For such special systems, however, it is easy to characterize when (C2) holds.

To see this assume that A

c

is in Jordan canonical form and that system (33) is

partitioned as

�

J

1

0

0 N

� �

_x

1

_x

2

�

=

�

x

1

x

2

�

+

�

J

1

B

1

NB

2

�

u; (57)

where N contains all Jordan blocks to zero eigenvalues of A

c

. We see immedi-

ately that (C2) holds if and only if N = 0, i.e. if the matrix pencil �A

c

� I

is of index at most one. If (C2) does not hold, then the solution behaviour of

the algebraic Riccati equation has not been characterized completely, see [11],

but in view of the new analogy we have constructed, there is some hope that

an approach like that discussed in [27, 26] for discrete time systems will lead

to analogous results for the continuous time case. This topic is currently under

investigation. If N = 0, however, then the solvability theory can be reduced to

that for standard systems, see [11, 19]. In this case we restrict the system to

the subspace corresponding to the �nite eigenvalues. But we see here another

di�culty. It may happen that the discrete system is controllable, while the

corresponding continuous time problem has to be considered in a smaller di-

mensional subspace. Such a behaviour certainly creates di�culties for a uni�ed

theory.

So far we have related the controllability conditions for the parametrization

that we have constructed. Usually one is, however, interested in controllability

conditions for (A

c

; B

c

) or (A

d

; B

d

) repectively, and observability conditions for

(A

c

; C

c

) or (A

d

; C

d

), respectively, where G

c

= �B

c

B

�

c

, G

d

= �B

d

B

�

d

, H

c

=

�C

c

C

�

c

, H

d

= �C

d

C

�

d

are full rank factorizations. It is clear that such full rank

factorizations only exist if the matrices G

c

, G

d

, H

c

, H

d

are semide�nite. We

study the question when this is the case in the next section.
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4 Semide niteness of blocks

We have seen in the introduction that if our Hamiltonian or symplectic pencil

arises from optimal control problems, then the blocks G

d

and G

c

are semidef-

inite. In this section we now discuss the question under which conditions this

property is retained under the Cayley transformation, i.e. when G

d

and G

c

or H

d

and H

c

, respectively, are both semide�nite in the formulas of Lemma 5.

Here we assume that the shiftpoints are chosen so that we are not at the pole

of the Cayley transformation. The reason is that in the continuous time case

the symmetry of the blocks is not directly displayed. In the case that the pencil

�A

c

� I is of index one, it is enough to have the symmetry and semide�niteness

in the range of A

c

, see [19].

Lemma 9

a) Consider the symplectic pencil (36) and the associated Hamiltonian pencil

(37) with �

1

; A

c

; G

c

;H

c

as in Lemma 5 a) and �

1

such that (E

d

� �

1

A

d

)

�1

exists.

Assume that G

d

= B

d

R

�1

d

B

�

d

with B

d

of full column rank and that R

d

is positive

de�nite. Then G

c

is semide�nite if and only if the Popov function

	

d

(�

1

) := R

d

+B

�

d

(I � �

1

F

d

)

��

H

d

(I � �

1

F

d

)

�1

B

d

(58)

is de�nite.

b) Consider a Hamiltonian pencil as in (27) and the associated symplectic pencil

(46) with �

1

; A

d

; G

d

;H

d

as in Lemma 5 b) and �

1

such that (E

c

+�

1

A

c

)

�1

exists.

Assume that G

c

= B

c

R

�1

c

B

�

c

with B

c

of full column rank and that R

c

is positive

de�nite. Then G

d

is semide�nite if and only if the Popov function

	

c

(�

1

) := R

c

+B

�

c

(A

c

+ �

1

I)

��

A

�

c

H

c

A

c

(A

c

+ �

1

I)

�1

B

c

(59)

is de�nite.

c) Consider the symplectic pencil (36) and the associated Hamiltonian pencil

(37) with �

1

; A

c

; G

c

;H

c

as in Lemma 5 a) and �

1

such that (E

d

��

1

A

d

)

�1

exists.

Assume that H

d

= C

�

d

C

d

with C

d

of full row rank. Then H

c

is semide�nite if

and only if the Popov function

�

d

(�

1

) := I + C

d

(I � �

1

F

d

)

�1

G

d

(I � �

1

F

d

)

��

C

�

d

(60)

is de�nite.

d) Consider a Hamiltonian pencil as in (27) and the associated symplectic pencil

(46) with �

1

; A

d

; G

d

;H

d

as in Lemma 5 b) and �

1

such that (E

c

+�

1

A

c

)

�1

exists.

Assume that H

c

= C

�

c

C

c

with C

c

of full row rank. Then H

d

is semide�nite if

and only if the Popov function

�

c

(�

1

) := I + C

c

(A

c

+ �

1

I)

�1

A

c

G

c

A

�

c

(A

c

+ �

1

I)

��

C

�

c

(61)

is de�nite.
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Proof. a) From (44) we have

G

c

= �

~

G

d

(I +H

d

~

G

d

)

�1

(�

1

+

�

�

1

)

= �2Re(�

1

)(I � �

1

F

d

)

�1

B

d

R

�1

d

B

�

d

(I � �

1

F

d

)

��

�

[I +H

d

(I � �

1

F

d

)

�1

B

d

R

�1

d

B

�

d

(I � �

1

F

d

)

��

]

�1

Let

(I � �

1

F

d

)

�1

B

d

= Q

d

�

U

d

0

�

be a QR-factorization. Then

G

c

= �2Re(�

1

)Q

d

�

U

d

0

�

R

�1

d

�

U

d

0

�

�

Q

�

d

I +H

d

Q

d

�

U

d

0

�

R

�1

d

�

U

d

0

�

�

Q

�

d

�1

= �2Re(�

1

)Q

d

�

U

d

R

�1

d

U

�

d

0

0 0

�

I +

�

H

11

H

12

H

21

H

22

� �

U

d

R

�1

d

U

�

d

0

0 0

�

�1

Q

�

d

;

where

�

H

11

H

12

H

21

H

22

�

:= Q

�

d

H

d

Q

d

is partitioned conformally with

�

U

d

R

�1

d

U

�

d

0

0 0

�

. Then

G

c

= �2Re(�

1

)Q

d

�

U

d

R

�1

d

U

�

d

(I +H

11

U

d

R

�1

d

U

�

d

)

�1

0

0 0

�

Q

�

d

= �2Re(�

1

)Q

d

�

U

d

R

�1=2

d

(R

d

+ U

�

d

H

11

U

d

)

�1

R

�1=2

d

U

�

d

0

0 0

�

Q

�

d

= �2Re(�

1

)Q

d

�

U

d

0

�

R

�1=2

d

(R

d

+

�

U

�

d

0

�

Q

�

d

H

d

Q

d

�

U

d

0

�

)

�1

�

R

�1=2

d

�

U

�

d

0

�

Q

�

d

= �2Re(�

1

)(I � �

1

F

d

)

�1

B

d

R

�1=2

d

�

(R

d

+ B

�

d

(I � �

1

F

d

)

��

H

d

(I � �

1

F

d

)

�1

B

d

)

�1

R

�1=2

d

(I � �

1

F

d

)

�1

B

d

)

�

:

Now since B

d

has full column rank, it follows that G

c

is semide�nite if and only

if the middle term R

d

+ B

�

d

(I � �

1

F

d

)

��

H

d

(I � �

1

F

d

)

�1

B

d

is de�nite, which

�nishes the proof.

The proof of the other parts follow the same line of arguments as in a).

The necessity to study the Popov functions 	;� for values on the unit circle

has already been observed in several places, see [14, 12, 13, 15, 20, 21, 26]. Here

it shows up naturally in order to relate the semide�niteness of the blocks.

As a consequence we immediately obtain the following corollary:
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Corollary 10

a) Consider the symplectic pencil (36) and the associated Hamiltonian matrix

(37) with �

1

; A

c

; G

c

;H

c

as in Lemma 5 a) and �

1

such that (E

d

� �

1

A

d

)

�1

exists.

If G

d

and H

d

are both positive semide�nite, then G

c

and H

c

are semide�nite.

b) Consider a Hamiltonian pencil as in (45) and the associated symplectic pencil

(46) with �

1

; A

d

; G

d

;H

d

as in Lemma 5 b).

If G

c

and H

c

are positive semide�nite, then G

d

and H

d

are semide�nite.

Proof. Clear from Lemma 9.

5 A etatheorem

Based on the constructions of the previous sections, we are now able to present

a metatheorem that relates results for a large class of discrete and continuous

time control problems. In principle the existence of such a metatheorem is a

folklore result and it has been widely used to construct analogous results for

discrete and continuous problems. The major reason why such a result has

not been explictely formulated yet is probably that in some cases a discrepancy

between the two problems shows up. We will discuss one such discrepancy in

Section 6. but we believe that in the pencil formulation these discrepancies are

much better understood and can also be partly removed.

We assume in this section that the necessary parametrizations exist and we

obtain the following metatheorem:

A Metatheorem Suppose that (A

c

) is a set of assumptions for a continuous

time control system and (A

d

) is a corresponding set of assumptions for the

corresponding discrete system. Let (B

c

) be an assertion for the continuous time

system and (B

d

) for the corresponding discrete time system. Then we have the

following implication diagram

(A

c

) =) (B

c

)

Cayley m m Cayley

(A

d

) =) (B

d

)

: (62)

With other words, we can prove (A

c

) ) (B

c

) if for the corresponding discrete

time system obtained via the generalized Cayley transformation (A

d

) ) (B

d

),

and vice versa, provided the Cayley transformation gives a proper transforma-

tion for the assumptions and the assertion. We will demonstrate the use of this

metatheorem in the next section.
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6 Invariant Subspaces

In this section we discuss de
ating subspaces of Hamiltonian and symplectic

pencils. Such invariant subspaces are used for the computation of solutions of

the algebraic Riccati equations, e.g. [18, 19].

Part a) of the following result is due to Wimmer [28] and generalizes previous

results in [9, 10], part b) was conjectured by Wimmer.

Theorem 11

a) Consider the Hamiltonian matrix

H

c

=

�

F

c

B

c

R

�1

c

B

�

c

H

c

�F

�

c

�

(63)

with B

c

of full column rank and R

c

positive de�nite. Let U; V 2 C

n�n

with

V

�

U = U

�

V be such that

rank

�

U

V

�

= n (64)

and the columns of

�

U

V

�

span an invariant subspace of H

c

, i.e.

H

c

�

U

V

�

=

�

U

V

�

�; (65)

with � 2 C

n�n

. If [F

c

; B

c

] is controllable then U is nonsingular and X

c

= V U

�1

is a solution of the algebraic Riccati equation

F

�

c

X

c

+X

c

F

c

+H

c

�X

c

B

c

R

�1

c

B

�

c

X

c

= 0: (66)

b) Consider the symplectic pencil

�E

d

� A

d

= �

�

F

d

0

H

d

I

�

� �

�

I �B

d

R

�1

d

B

�

d

0 F

�

d

�

(67)

Let U; V 2 C

n�n

with V

�

U = U

�

V be such that

rank

�

U

V

�

= n (68)

and the columns of

�

U

V

�

span a de
ating subspace of �E

d

�A

d

not containing

eigenvectors to in�nite eigenvalues, i.e.

E

d

�

U

V

�

= A

d

�

U

V

�

�; (69)
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with � 2 C

n�n

. Suppose there exists �

1

2 C, j�

1

j = 1, such that I � �

1

F

d

and

�

1

I + F

d

�G

d

(

�

�

1

� F

d

)

��

H

d

are nonsingular and

	

d

(�

1

) := R

d

+B

�

d

(F

d

� �

1

I)

��

H

d

(F

d

� �

1

I)

�1

B

d

is definite: (70)

If [F

d

; B

d

] is controllable then U is nonsingular and X

d

= V U

�1

solves the

discrete algebraic Riccati equation

�X

d

+ F

�

d

X

c

F

d

+ F

�

d

X

d

(I � B

d

R

�1

d

B

�

d

X

d

)

�1

F

d

= 0: (71)

Proof. a) See Wimmer [28]. We give the proof here for completeness. From (65)

we obtain

A

c

U �B

c

R

�1

c

B

�

c

V = U� (72)

H

c

U � A

�

c

V = V �: (73)

In a �rst step we show that kerU is A

c

-invariant. Let z 2 C

n

nf0g and Uz = 0.

Multiplying (72) from the left by z

�

V

�

and from the right by z, we obtain

z

�

(V

�

A

c

U � V

�

B

c

R

�1

c

B

�

c

V )z = z

�

V

�

U�z = z

�

U

�

V �z:

This implies that z

�

V

�

B

c

R

�1

c

B

�

c

V z = 0 and, since by (64) z

�

V

�

6= 0, and since

R

c

is positive de�nite and B

c

has full column rank, we obtain

B

c

R

�1

c

B

�

c

V z = 0; (74)

which implies U�z = 0 from (72).

Suppose now that kerU is not empty. Then by the previous observations kerU

contains an eigenvector z of �, i.e. �z = �z. By (73) we obtain �A

�

c

V z = V �z

and then from (72) we obtain z

�

V

�

[A

c

+

�

�
I;B

c

] = 0. The controllability of

[A

c

; B

c

] implies that z

�

V

�

= 0 which contradicts assumption (64). The rest is

well known, e.g. [19, 15].

b) Applying the Cayley transformation with �

1

such that (70) holds we obtain

a Hamiltonian matrix with the same invariant subspace

�

U

V

�

. By Lemma 8

and Lemma 9 this Hamiltonian matrix satis�es the conditions of a). Thus part

a) gives the required conclusion.

Observe that we cannot allow generalized eigenvectors to in�nite eigenvalues in

the de
ating subspace spanned by the columns of

�

U

V

�

in part b). If such

an eigenvector would be included, then we have E

c

�

U

V

�

=

�

U

1

V

1

�

�

1

, and

A

c

�

U

V

�

=

�

U

1

V

1

�

�

2

, but �

2

would not be invertible and hence we could not

obtain the subspace equation in the form (69). This leads to a discrepancy in
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the solvability theory for discrete and continuous algebraic Riccati equations.

In the standard case (A

c

invertible) we obtain all Hermitian solutions of (66) by

taking in (65) any Lagrangian invariant subspace corresponding to any set of

n eigenvalues, e.g. [1]. So the number of di�erent Hermitian solutions is equal

to the number of di�erent Lagrangian subspaces. In the discrete time case,

if F

d

is singular, all Lagrangian subspaces that contain eigenvectors to in�nite

eigenvalues have to be excluded, so in general there are not as many solutions. as

in the continuous time case. If we consider, however, Hamiltonian pencils with

A

c

singular, we have the same di�culty, that we have to exclude eigenvectors to

in�nite eigenvalues. In this case there are always in�nitely many solutions, see

[11], but in the case of index 1 systems we can restrict ourselves to the range

of A

c

and apply the standard theory. The situation becomes more complicated

though, since zero and in�nite eigenvalues of the Hamiltonian pencil will always

be mapped to the shiftpoint, hence the symplectic matrix or pencil has multiple

eigenvalues on the unit circle. This always creates di�culties, too.

It is currently under investigation what the solvability results are for the case

of Hamiltonian pencils. If the Hamiltonian pencil is of index at most one, see

[19].

To illustrate these observations consider the following examples.

Example 2 [8, 27].

Consider a symplectic pencil of the form (46) with

F

d

=

�

0 1

0 0

�

; G

d

= B

d

B

�

d

=

�

0 0

0 1

�

; H

d

=

�

1 2

2 4

�

:

The spectrum of the pencil is 0;1;�1:5� :5

p

5
, i.e. F

d

is singular. The discrete

algebraic Riccati equation has exactly two solutions

X

1

=

�

1 2

2 2 +

p

5

�

; X

2

=

�

1 2

2 2�

p

5

�

:

but none of them is negative semide�nite. On the other hand (F

d

; B

d

) is con-

trollable. In the standard case of a continuous time system, this property would

assure the existence of a negative semide�nite solution.

We can apply the generalized Cayley transformation and obtain

F

c

=

�

0:4 0:2

�0:6 �0:8

�

;H

c

=

�

�0:2 �0:6

�0:6 �1:8

�

; G

c

=

�

�0:2 �0:2

�0:2 �0:2

�

:

The corresponding continuous algebraic Riccati equation with these coe�cient

matrices has four di�erent solutions among them one positive and one negative

semide�nite. Thus the transformed continuous system has a di�erent solution

behaviour. The reason is that on the discrete side we are at the pole of the

Cayley transformation, which leads to in�nite eigenvalues, which have to be
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treated di�erently than �nite eigenvalues. In other words, the Metatheorem

cannot be applied, since the set of Lagrangian subspaces correponding to �nite

eigenvalues is bigger in the continuous time case then in the discrete case. We

observe a similar behaviour if we go the other direction

Consider the Hamiltonian pencil (27) with

A

c

=

�

1 0

0 0

�

; G

c

=

�

0 0

0 1

�

; H

c

=

�

1 0

0 0

�

;

where A

c

is not invertible. The generalized Cayley transformation yields

F

d

=

�

0:2 0

0 1

�

; H

d

=

�

�0:4 0

0 0

�

; G

d

=

�

�0:4 0

0 0

�

:

and the symplectic pencil is equivalent to a symplectic matrix

S

d

=

2

6

6

4

1 0 �2 0

0 1 0 0

�2 0 5 0

0 0 0 1

3

7

7

5

with a double eigenvalue at 1. Thus the discrete system has no in�nite eigen-

values, but it is not controllable anymore.

Other examples can be constructed, where properties are destroyed when the

Cayley transformation is considered at the poles. A MATLAB code for the

generalized Cayley transformation is available from the author.

7 Conclusion

We have presented a new approach towards a uni�ed theory for the discrete

and continuous control problems. A generalized Cayley transformation is con-

structed for the transformation between Hamiltonian and symplectic pencils.

This generalization leads to the observation that the analogous continuous prob-

lem to a discrete Riccati equation with singular systemmatrixF

d

is a generalized

continuous Riccati equation arising from a descriptor system. The solvability

theory for the generalized algebraic Riccati equation is not completely settled,

but the constructed analogy gives hope for a complete theory in the near future,

using the ideas from discrete equations. Well known discrepancies between the

discrete and continuous situation are analyzed under this new analogy and it is

demonstrated that they are related to de
ating subspaces for symplectic pencils

containing eigenvectors to in�nite eigenvalues.
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