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Abstract. For �xed integers k � 3 and hypergraphs G on N vertices,which contain edges of cardinalities at most k, and are uncrowded, i.e.,do not contain cycles of lengths 2; 3, or 4, and with average degree forthe i-element edges bounded by O(T i�1 � (lnT )(k�i)=(k�1)), i = 3; : : : ; k,for some number T � 1, we show that the independence number �(G)satis�es �(G) = 
((N=T ) � (lnT )1=(k�1)). Moreover, an independent setI of size jIj = 
((N=T ) � (lnT )1=(k�1)) can be found deterministically inpolynomial time. This extends a result of Ajtai, Koml�os, Pintz, Spencerand Szemer�edi for uncrwoded uniform hypergraphs. We apply this resultto a variant of Heilbronn's problem on the minimum area of the convexhull of small sets of points among n points in the unit square [0; 1]2.
1 Introduction
An independent set I in a graph or hypergraph G = (V; E) with vertex-set Vand edge-set E is a subset of the vertex-set V , which does not contain any edges,i.e., E 6� I for each edge E 2 E . The largest size of an independent set in Gis the independence number �(G). For graphs G = (V;E) with average degreet := 2 � jEj=jV j � 1 Tur�an's theorem gives �(G) � jV j=(2 � t). Tur�an's theoremfor hypergraphs says, see [20]: If G = (V; Ek) is a k-uniform hypergraph, i.e.,all edges have cardinality k, with average degree tk�1 := k � jEkj=jV j � 1, then�(G) � ((k� 1)=k) � (jV j=t). An independent set I � V in G achieving this lowerbound can be found deterministically in time O(jV j + jEkj). For uncrowded k-uniform hypergraphs G = (V; Ek), i.e., G contains no cycles of length 2; 3, or 4,Ajtai, Koml�os, Pintz, Spencer and Szemer�edi [1] improved this lower bound by afactor of �((log t)1=(k�1)). Several applications of this result have been found, see[5]. Here we extend this result from [1] to non-uniform uncrowded hypergraphs:
Theorem 1. Let k � 3 be a �xed integer. Let G = (V; E3 [ � � � [ Ek) be anuncrowded hypergraph on jV j = N vertices, where Ei is the set of all i-elementedges in G, such that the average degrees ti�1i := i � jEij=jV j for the i-elementedges satisfy ti�1i � ci � T i�1 � (lnT )(k�i)=(k�1) for some number T � 1 withconstants ci, where 0 < ci < 1=8 � �k�1i�1�=(10(3(k�i))=(k�1) � k2), i = 3; : : : ; k.Then, for some constant Ck > 0 the independence number �(G) satis�es

�(G) � Ck � (N=T ) � (lnT )1=(k�1): (1)
An independent set I � V with jIj = 
((N=T ) � (lnT )1=(k�1)) can be founddeterministically in time o(N � T 4k�4).



The corresponding result also holds for linear hypergraphs G, which have theproperty that they do not contain cycles of length 2, i.e., each two distinctedges have at most one vertex in common, provided that G does not containany 2-element edges. Theorem 1 is best possible up to a constant factor for acertain range k < T < N , as can be seen by considering random non-uniformhypergraphs G = (V; E3 [ � � � [ Ek) on jV j = N vertices.As an application we consider a variant of Heilbronn's problem for the convexhull of sets of points in the unit square [0; 1]2. The original problem of Heilbronnasks for a distribution of n points in [0; 1]2 such that the minimum area of atriangle determined by three of these n points achieves its largest value. Forthis problem, the points 1=n � (i mod n; i2 mod n), i = 0; : : : ; n � 1, where n isa prime, give the lower 
(1=n2) on the minimum area of a triangle. This lowerbound has been improved in [12] by a factor 
(log n), see [6] for a deterministicpolynomial time algorithm. Upper bounds on the minimum area of a triangleamong n points in [0; 1]2 were given by Roth [15{18] and Schmidt [19] and, thecurrently best upper bound O(2cplogn=n8=7), c > 0 a constant, is due to Koml�os,Pintz and Szemer�edi [11].Variants of Heilbronn's triangle problem in higher dimensions were investigatedin [2{4, 7, 8, 13]. A generalization of Heilbronn's triangle problem to k points, seeSchmidt [19], asks, given an integer k � 3, for the supremum �k(n) over all dis-tributions of n points in [0; 1]2 of the minimum area of the convex hull determinedby some k of n points. In [6] it has been shown that �k(n) = 
(1=n(k�1)=(k�2))for �xed k � 3, and any integers n � k; for k = 4 this was proved in [19]. Thishas been improved in [14] to �k(n) = 
((log n)1=(k�1)==n(k�1)=(k�2)) for �xedk � 3. Currently, for k � 4 only the upper bound �k(n) = O(1=n) is known.Here we show for �xed integers k � 3, that one can achieve these lower boundssimultaneously for j = 3; : : : ; k by a single con�guration of n points in [0; 1]2.
Theorem 2. Let k � 3 be a �xed integer. For integers n � k there exists acon�guration of n points in [0; 1]2, such that, simultaneously for j = 3; : : : ; k, thearea of the convex hull of any j of the n points is 
((log n)1=(j�1)=n(j�1)=(j�2)).
By considering the standard L � L-grid for a suitable integer L � n one canalso give a polynomial time algorithm which achieves the lower bounds fromTheorem 2 on the areas of the convex hulls. (Details are omitted.)
2 Uncrowded and Linear Hypergraphs
De�nition 1. A hypergraph is a pair G = (V; E) with vertex-set V and edge-set E, where E � V for each edge E 2 E. For a hypergraph G the notationG = (V; E2 [ � � � [ Ek) indicates that Ei is the set of all i-element edges in G,i = 2; : : : ; k. For a vertex v 2 V let di(v) denote the number of i-element edgesE 2 Ei which contain v, i.e., di(v) is the degree of v for the i-element edges inG. The independence number �(G) of G = (V; E) is the largest size of a subsetI � V which contains no edges from E. A j-cycle in a hypergraph G = (V; E)is a sequence E1; : : : ; Ej of distinct edges from E, such that Ei \ Ei+1 6= ;,



i = 1; : : : ; j � 1, and Ej \ E1 6= ;, and a sequence v1; : : : ; vj of distinct verticeswith vi+1 2 Ei \ Ei+1, i = 1; : : : ; j � 1, and v1 2 E1 \ Ej. An unordered pairfE;E0g of distinct edges E;E0 2 E with jE \ E0j � 2 is a 2-cycle. A 2-cyclefE;E0g in G = (V; E2 [ � � � [ Ek) with E 2 Ei and E0 2 Ej is called (2; (g; i; j))-cycle if and only if jE \ E0j = g, 2 � g � i � j but g < j. The hypergraph G iscalled linear if it does not contain any 2-cycles, and G is called uncrowded if itdoes not contain any 2-, 3-, or 4-cycles.
For uncrowded k-uniform hypergraphs with average degree tk�1 the Tur�an boundon the independence number has been improved in [1] by a factor�((log t)1=(k�1)),see [5] and [10] for a deterministic polynomial time algorithm.
Theorem 3. Let k � 3 be a �xed integer. Let G = (V; Ek) be an uncrowdedk-uniform hypergraph on jV j = N vertices and with average degree tk�1 :=k � jEkj=N . Then, for some constant Ck > 0, the independence number �(G)satis�es �(G) � Ck � (N=t) � (log t)1=(k�1).
To prove Theorem 3, in [1] the following central lemma has been used to con-struct iteratively a large independent set in a hypergraph, which we use in ourarguments too; see [10] for a deterministic polynomial time algorithm.
Lemma 1. Let T and N be large positive integers. Let s be an integer with0 � s � (lnT )=102. Let ws := (s+ 1)1=(k�1) � s1=(k�1) and " := 10�6= lnT . LetN=(2 � es) � n � N=es and T=(2 � es) � t � T=es.Let G = (V; E2 [ � � � [ Ek) be an uncrowded hypergraph with jV j = n vertices,where for each vertex v 2 V the degrees di(v) for the i-element edges satisfydi(v) � �k�1i�1� � s(k�i)=(k�1) � ti�1, i = 2; : : : ; k.Then, one can �nd in time O(n �t4(k�1)) an independent set I � V in G, a subsetV � � V with V � \ I = ;, and a hypergraph G� = (V �; E�2 [ � � � [ E�k ) such that
(i) �(G) � jIj+ �(G�) and (ii) jIj � 0:99 � n�wse�t and (iii) jV �j � n�(1�")e
(iv) d�i (v) � �k�1i�1��(s+1)(k�i)=(k�1)�(t�(1+")=e)i�1 for each vertex v 2 V �, whered�i (v) denotes the degree of v for the i-element edges in G�, i = 2; : : : ; k.
Lemma 2. Let k � 3 be a �xed integer. Let G = (V; E2 [ � � � [ Ek) be a hy-pergraph with jV j = N and N � 65 � (ln k)1000=998, where the average de-grees ti�1i := i � jEij=N for the i-element edges in Ei ful�ll ti�1i � ci � T i�1 �(lnT )(k�i)=(k�1) for some number T � 1 and for some constants ci > 0 withci < 1=8 � �k�1i�1�=(10(3(k�i))=(k�1) � k2), i = 2; : : : ; k.Then, for s := 10�3 � lnT , one can �nd in time O(jV j +Pki=2 jEij) an inducedsubhypergraph G� = (V �; E�2 [� � �[E�k ) on jV �j = n vertices with E�i := Ei\ [V �]i,i = 2; : : : ; k, such that (3=4) �N=es � n � N=es and for each vertex v 2 V � thedegrees d�i (v) for the i-element edges in G� satisfy

d�i (v) �
�k � 1i� 1

� � s k�i
k�1 � (T=es)i�1: (2)



Proof. We pick vertices with probability p := 1=es uniformly at random andindependently of each other from the vertex-set V in G. Let V � be the randomset of chosen vertices of expected size E[jV �j] = p �N . With s = 10�3 � lnT andT = O(N), we have by Cherno�'s inequality for N � 65 � (ln k)1000=998:
Prob (E[jV �j]� jV �j > N=(8 � es)) � e�N2=(64�e2s)

N = e�N=(64�e2s) < 1=k :(3)
Let E�i := Ei \ [V �]i, i = 2; : : : ; k, and let G� = (V �; E�2 [ � � � [ E�k ) be the on V �induced random subhypergraph of G. For i = 2; : : : ; k, we have for the expectednumbers E[jE�i j] = pi �jEij = pi �N �ti�1i =i � pi �ci �T i�1 �(lnT )(k�i)=(k�1) �N=i. ByMarkov's inequality it is Prob (jE�i j > k � E[jE�i j]) � 1=k, hence with (3) thereexists a subhypergraph G� = (V �; E�2 [ � � � [ E�k ) of G such that for i = 2; : : : ; k:
jV �j � (7=8) �N=es and jE�i j � k � pi � ci � T i�1 � (lnT )(k�i)=(k�1) �N=i: (4)

Let ni be the number of vertices v 2 V � with degree d�i (v) � 8 � es � k2 � pi �ci � T i�1 � (lnT )(k�i)=(k�1) for the i-element-edges in G�, i = 2; : : : ; k. By (4) weinfer ni � N=(8 � k � es) � jV �j=(7 � k), thus Pki=2 ni < jV �j=7. We delete thesevertices from V � and obtain a subset V �� � V � with jV ��j � (6=7) � jV �j. For theinduced subhypergraph G�� = (V ��; E��2 [� � �[E��k ) of G� with E��i := Ei\ [V ��]i,i = 2; : : : ; k, we infer with (4) for each vertex v 2 V ��:
jV ��j � (3=4) �N=es and d��i (v) � 8 � k2 � ci � (T=es)i�1 � (lnT )(k�i)=(k�1);

where d��i (v) is the degree of v for the i-element edges in G��. For s := 10�3 � lnTand ci < 1=8 � �k�1i�1�=(10(3(k�i))=(k�1) � k2), i = 2; : : : ; k, we have
d��i (v) � 8 � k2 � ci � (T=es)i�1 � (lnT ) k�ik�1 � �k � 1i� 1

� � s k�i
k�1 � (T=es)i�1;

which proves (2). By possibly deleting some more vertices and all incident edgeswe obtain (3=4) � N=es � jV ��j � N=es. This probabilistic argument can bederandomized by using the method of conditional probabilities and yields adeterministic algorithm with running time O(jV j+Pki=2 jEij). ut
We prove Theorem 1 with an approach similar to that in [1]. The di�erencebetween their arguments and ours is, that we do not apply Lemma 1 step by stepfrom the beginning, but use �rst Lemma 2 to jump to a suitable subhypergraph:
Proof. Apply Lemma 2 with s := 10�3 � lnT to the hypergraph G = (V; E2[� � �[Ek) on N vertices and obtain an induced subhypergraph Gs�1 := (Vs�1; E2;s�1 [� � �[Ek;s�1) on n vertices with Ei;s�1 := Ei\[Vs�1]i, i = 2; : : : ; k, and with (3=4)�N=es � n � N=es, and for each vertex v 2 Vs�1 its degree di;s�1(v) in Gs�1 forthe i-element edges in Ei;s�1 satis�es di;s�1(v) � �k�1i�1� � s(k�i)=(k�1) � (T=es)i�1.Set ns�1 := n and ts�1 := T=es. By iteratively applying Lemma 1 as in [1] with" := 10�6= lnT to the hypergraphs Gr�1, we obtain for r = s; : : : ; 10�2 � lnTindependent sets Ir � Vr�1 and hypergraphs Gr = (Vr; E2;r [ � � � [ Ek;r) with



jVrj = nr, where (3=4) � N � (1 � ")r+1�s=er+1 � nr � N=er+1 with numberstr � T � (1 + ")r+1�s=er+1, such that
�(Gr) � jIrj+ �(Gr+1) and jIrj � (0:99 � nr�1 � wr)=(e � tr�1)jVrj � (nr�1 � (1� "))=e
di;r(v) � �k � 1i� 1

� � (r + 1) k�ik�1 � (tr)i�1
for each v 2 Vr, where di;r(v) is the degree for the i-element edges in Gr of v.With (1 + �)n > 1+ " � n, 1 + " � e", r � 10�2 � lnT and " = 10�6= lnT we have

nrtr � (3=4) �N � (1� ")r+1�s=er+1
T � (1 + ")r+1�s=er+1 � (3=4) �NT � (1� ")r(1 + ")r � 0:74 � NT :

Hence, with wr = (r + 1)1=(k�1) � r1=(k�1) and s = 10�3 � lnT , we obtain forsome constant Ck > 0 an independent set I = Is [ � � � [ I(lnT )=102 in G with
�(G) � jIj = (lnT )=102X

r=s jIrj � 0:99 � 0:74e � NT � (lnT )=10
2X

r=s wr �
� 0:73e � NT � (lnT )=10

2X
r=s ((r + 1) 1k�1 � r 1k�1 ) � Ck � NT � (lnT ) 1k�1 ;

which gives the lower bound (1) in Theorem 1. The time bound for the cor-responding deterministic algorithm can be estimated as follows: Lemma 2 isapplied in time O(jV j+Pki=2 jEij) and all applications of Lemma 1 are done intime O(P(lnT )=102r=(lnT )=103((N=er) � (T � (1 + ")r+1�s=er+1)4(k�1))) = o(N � T 4(k�1)),compare Lemma 1, hence we have the time bound o(N � T 4(k�1)). ut
In [9] it has been shown that one may relax in Theorem 3 the assumptions: itsu�ces to have a linear hypergraph. Similarly, one can show:
Theorem 4. Let k � 3 be a �xed integer. Let G = (V; E3 [ � � � [ Ek) be a linearhypergraph with jV j = N such that the average degrees ti�1i := i � jEij=jV j forthe i-element edges satisfy ti�1i � ci � T i�1 � (lnT )(k�i)=(k�1) for some numberT � 1, where ci > 0 are constants with ci < 1=32 � �k�1i�1�=(10(3(k�i))=(k�1) � k6),i = 3; : : : ; k.Then, for some constant Ck > 0, one can �nd deterministically in time O(N �T 4k�2) an independent set I � V such that jIj = 
((N=T ) � (lnT )1=(k�1)).
3 Areas of the Convex Hull of j Points
For distinct points P;Q 2 [0; 1]2 let PQ denote the line through P and Q,and let [P;Q] be the segment between P and Q. Let dist (P;Q) denote theEuclidean distance between the points P and Q. For points P1; : : : ; Pl 2 [0; 1]2



let area (P1; : : : ; Pl) be the area of the convex hull of P1; : : : ; Pl. A strip centeredat the line PQ of width w is the set of all points in R2, which are at Euclideandistance at most w=2 from the line PQ. We de�ne a lexicographic order �lex onthe unit square [0; 1]2: for points P = (px; py) 2 [0; 1]2 and Q = (qx; qy) 2 [0; 1]2let P �lex Q :() (px < qx) or (px = qx and py < qy).
Lemma 3. (a) Let P1; : : : ; Pl 2 [0; 1]2, l � 3, be points. If area (P1; : : : ; Pl) �A, then for any distinct points Pi; Pj every other point Pk, k 6= i; j, is con-tained in a strip centered at the line PiPj of width 4 �A=dist (Pi; Pj).(b) Let P;R 2 [0; 1]2 be distinct points with P �lex R. Then all points Q 2[0; 1]2 with P �lex Q �lex R and area (P;Q;R) � A are contained in aparallelogram of area 4 �A.
In the following we prove Theorem 2.
Proof. Let k � 3 be a �xed and let n � k be any integer. For a constant � > 0,which will be speci�ed later, we select uniformly at random and independentlyof each other N := n1+� points P1; : : : ; PN in [0; 1]2. Set D0 := N�
 for aconstant 
 with 0 < 
 < 1 and let A3; : : : ; Ak > 0 be numbers, which will be�xed later. We form a random hypergraph G = (V; E2 [ � � � [ Ek) with vertex-setV = f1; : : : ; Ng, where vertex i 2 V corresponds to the random point Pi 2[0; 1]2, and with edges of cardinality at most k. Let fi1; i2g 2 E2 if and only ifdist(Pi1 ; Pi2) � D0. Moreover, for j = 3; : : : ; k, let fi1; : : : ; ijg 2 Ej if and onlyif area (Pi1 ; : : : ; Pij ) � Aj and fi1; : : : ; ijg does not contain any edges from E2.We want to �nd a large independent set I � V in G, as I yields a subsetP (I) � [0; 1]2 of size jIj such that the area of the convex hull of each j distinctpoints, j = 3; : : : ; k, from P (I) is bigger than Aj . To do so, �rst we estimate theexpected numbers E[jEj j] of j-element edges and E[s2;(g;i;j)(G)] of (2; (g; i; j))-cycles in G, and we prove that these numbers are not too big. Then we show theexistence of a certain induced, linear subhypergraph G� = (V; E�3 [ � � � [ E�k ) (no2-element edges anymore) of G, which satis�es the assumptions of Theorem 4,and then we obtain a large independent set.
Lemma 4. For j = 3; : : : ; k, there exist constants cj > 0 such that

E[jEj j] � cj �Aj�2j �N j : (5)
Proof. For integers i1; : : : ; ij with 1 � i1 < � � � < ij � N we estimate theprobability Prob (area (Pi1 ; : : : ; Pij ) � Aj). We may assume that Pi1 �lex� � � �lex Pij . Then area (Pi1 ; : : : ; Pij ) � Aj implies area (Pi1 ; Pig ; Pij ) � Ajfor g = 2; : : : ; j � 1. The points Pi1 and Pij with Pi1 �lex Pij may be anywherein [0; 1]2. Given Pi1 ; Pij 2 [0; 1]2, by Lemma 3(b) all points Pig , g = 2; : : : ; j� 1,are contained in a parallelogram of area 4 � Aj , which happens with probabilityat most (4 � Aj)j�2. As there are �Nj � choices for j out of N points, for someconstants cj > 0, j = 3; : : : ; k, we obtain E[jEj j] � cj �Aj�2j �N j . ut
Next we estimate the expected numbers E[s2;(g;i;j)(G)] of (2; (g; i; j))-cycles, 2 �g � i � j � k but g < j, in G = (V; E2 [ � � � [ Ek).



Lemma 5. Let 2 � g � i � j � k with i � 3 and g < j, and let 0 < A3 � � � � �Ak. Then, there exist constants c2;(g;i;j) > 0 such that for D20 � 2 �Aj it is
E[s2;(g;i;j)(G)] � c2;(g;i;j) �Ai�2i �Aj�gj �N i+j�g � (logN)3: (6)

Proof. We estimate the probability that (i + j � g) points, which are chosenuniformly at random and independently of each other in [0; 1]2, form sets ofi and j points with areas of the convex hulls at most Ai and Aj , respectively,conditioned on the event that distinct points have Euclidean distance bigger thanD0. Both sets have g points in common, say P1; : : : ; Pg, where P1 �lex � � � �lexPg. Let the sets of i and j points be P1; : : : ; Pi and P1; : : : ; Pg; Qg+1; : : : ; Qj witharea (P1; : : : ; Pi) � Ai and area (P1; : : : ; Pg; Qg+1; : : : ; Qj) � Aj , respectively.The point P1 may be anywhere in [0; 1]2. Given P1 2 [0; 1]2, we have Prob (r �dist (P1; Pg) � r + dr) � � � r dr. Given P1; Pg 2 [0; 1]2 with dist (P1; Pg) = r,by Lemma 3(b) all points P2; : : : ; Pg�1 are contained in a parallelogram witharea 4 �Ai, which happens with probability at most (4 �Ai)g�2.Given P1; : : : ; Pg 2 [0; 1]2 with dist (P1; Pg) = r, by Lemma 3(a) all pointsPg+1; : : : ; Pi are contained in a strip Si of width w = 4 � Ai=r, and all pointsQg+1; : : : ; Qj are contained in a strip Sj of width w = 4 �Aj=r, where both stripsare centered at the line P1Pg. Set S�i := Si \ [0; 1]2 and S�j := Sj \ [0; 1]2, whichhave areas at most 4 � p2 �Ai=r and 4 � p2 �Aj=r, respectively.For the convex hulls of P1; : : : ; Pi and P1; : : : ; Pg; Qg+1; : : : ; Qg we denote theirextremal points by P 0; P 00 and Q0; Q0, respectively, i.e., P 0; P 00 2 fP1; : : : ; Pigand Q0; Q00 2 fP1; : : : ; Pg; Qg+1; : : : ; Qjg and, say P 0 �lex P 00 and Q0 �lex Q00,it is P 0 �lex P1; : : : ; Pi �lex P 00 and Q0 �lex P1; : : : ; Pg; Qg+1; : : : ; Qj �lex Q00.Given P1 �lex � � � �lex Pg, there are three possibilities each for the convex hullsof P1; : : : ; Pi and P1; : : : ; Pg; Qg+1; : : : ; Qj : extremal are (i) P1 and Pg, or (ii)only one point, P1 or Pg, or (iii) none of P1 and Pg.Consider the convex hull of the points P1; : : : ; Pi. In case (i), given P1; : : : ; Pg 2[0; 1]2 with dist (P1; Pg) = r, as in the proof of Lemma 4 we infer
Prob (area (P1; : : : ; Pi) � Ai j P1; : : : ; Pg ; case (i)) � (4 �Ai)i�g: (7)

In case (ii), either P1 or Pg is extremal for the convex hull of P1; : : : ; Pi. ByLemma 3(a), the second extremal point is contained in the set S�i , which happenswith probability at most 4�p2�Ai=r. Given both extremal points P 0; P 00 2 [0; 1]2,by Lemma 3(b) all points Pg+1; : : : ; Pi 6= P 0; P 00 are contained in a parallelogramof area 4 �Ai, hence, with dist (P1; Pg) = r we infer
Prob(area(P1; : : : ; Pi) � Ai j P1; : : : ; Pg ; case (ii)) � ((4 �Ai)i�g � p2)=r:(8)

In case (iii) neither point P1 nor Pg is extremal for the convex hull of P1; : : : ; Pi.With area (P1; : : : ; Pi) � Ai, by Lemma 3(a) both extremal points P 0 and P 00,say P 0 �lex P1 �lex Pg �lex P 00, are contained in the strip Si of width 4 � Ai=r,which is centered at the line P1Pg. Given P1 2 [0; 1]2, the probability thatdist (P1; P 0) 2 [s; s+ ds] is at most the di�erence of the areas of the balls withcenter P1 and with radii (s+ ds) and s, respectively, intersected with the strip Si.



Since distinct points have Euclidean distance bigger than D0, we have r; s > D0.A circle with center P1 and radius s > D0 intersects both boundaries of the stripSi of width 4 � Ai=r in four points R �lex R0 and R00 �lex R000, where R;R0 areon one boundary of the strip Si and R00; R000 are on the other boundary. To seethis, notice that s > 2 �Ai=r follows from r; s > D0 and D20 > 2 �Aj � 2 �Ai. Let"(s) be the angle between the lines P1R and P1R00. Then, by using "=2 � sin "for " � �=2 and sin("(s)=2) = 2 �Ai=(r � s) < 2 �Ai=D20 � 1, we infer
Prob (dist (P1; P 0) 2 [s; s+ ds] j P1) � ((2 � "(s)))=(2 � �) � 2 � � � s ds �� 8 � sin("(s)=2) � s ds = (16 �Ai=r) ds :

Given P 0 2 [0; 1]2 with dist (P1; P 0) = s, the second extremal point P 00 2 [0; 1]2is contained in a strip centered at the line P1P 0 of width 4 � Ai=s, which occurswith probability at most 4 �p2 �Ai=s. Given both points P 0; P 00, by Lemma 3(b)all points Pg+1; : : : ; Pi 6= P 0; P 00 are contained in a parallelogram of area 4 � Ai.Hence, given P1; : : : ; Pg 2 [0; 1]2, with s > D0 = N�
 and 
 > 0, we infer:
Prob (area (P1; : : : ; Pi) � Ai j P1; : : : ; Pg ; case (iii))

� (4 �Ai)i�g � Z
p2

D0

4 � p2r � s ds = p32 � (4 �Ai)i�g � lnp2 + 
 � lnNr : (9)
Summarizing cases (i{iii) with (7){(9), and r � p2 and 0 < 
 < 1 we obtain:

Prob (area (P1; : : : ; Pi) � Ai j P1; : : : ; Pg)
� (4 �Ai)i�g � p8 +p8 � (ln 2 + 2 � 
 � lnN)r � (4 �Ai)i�g � 11 � lnNr : (10)

Similarly, it follows Prob (area (P1; : : : ; Pg; Qg+1; : : : ; Qg) � Aj j P1; : : : ; Pg) �((4 �Aj)j�g � 11 � lnN)=r holds. Hence, we obtain for constants c�2;(g;i;j) > 0:
Prob (P1; : : : ; Pi and P1; : : : ; Pg; Qg+1; : : : ; Qj is a (2; (g; i; j))-cycle) �

� Z
p2

D0
(4 �Ai)g�2 � �(4 �Ai)i�g � 11 � lnNr

� � �(4 �Aj)j�g � 11 � lnNr
� � � � r dr

� c�2;(g;i;j) �Ai�2i �Aj�gj � (logN)3 as D0 = N�
 , 
 > 0 is constant. (11)
There are � Ni+j�g� choices for i + j � g out of N points, hence for constantsc2;(g;i;j) > 0, j = 2; : : : ; k � 1, we get with (11) the upper bound:
E[s2;(g;i;j)(G)] � c2;(g;i;j) �Ai�2i �Aj�gj �N i+j�g � (logN)3: ut

For distinct points P;Q 2 [0; 1]2, it is Prob (dist (P;Q) � D0) � � � D20. WithD0 = N�
 we infer E[jE2j] � �N2 ����D20 � c2�N2�2
 for some constant c2 > 0. ByMarkov's inequality, using this and the estimates (5) and (6) there exist N pointsP1; : : : ; PN 2 [0; 1]2 such that the resulting hypergraph G = (V; E2 [ � � � [ Ek)with jV j = N satis�es for 2 � g � i � j � k but g < j:
jE2j � k3 � c2 �N2�2
 and jEj j � k3 � cj �Aj�2j �N j (12)

s2;(g;i;j)(G) � k3 � c2;(g;i;j) �Ai�2i �Aj�gj �N i+j�g � (logN)3: (13)



For suitable constants c0j > 0, j = 3; : : : ; k, which will be �xed later, we set
Aj := (c0j � (log n)1=(j�2))=n(j�1)=(j�2): (14)

Lemma 6. For �xed 
 > 1=2 it is jE2j = o(jV j).
Proof. Using (12) and jV j = N , we have jE2j = o(jV j) provided that N2�2
 =o(N)() N1�2
 = o(1), which holds for 
 > 1=2. ut
Lemma 7. For �xed 2 � g � i � j � k but g < j and for �xed constant � with0 < � < (j � g)=((j � 2) � (i+ j � g � 1)) it is s2;(g;i;j)(G) = o(jV j).
Proof. By using (13) and (14) and jV j = N = n1+� with �xed � > 0 we haves2;(g;i;j)(G) = o(jV j) for j = 2; : : : ; k � 1, provided that

Ai�2i �Aj�gj �N i+j�g � (logN)3 = o(N)
() (log n)4+ j�g

j�2 � n(1+�)(i+j�g�1)�(i�1)� (j�g)(j�1)
j�2 = o(1)() (1 + �) � (i+ j � g � 1) < i� 1 + ((j � g) � (j � 1))=(j � 2) ;

which holds for � < (j � g)=((j � 2) � (i+ j � g � 1)). ut
Fix � := 1=(2 � k2) and 
 := k=(2 � (k� 1)). Then, with (14) and D0 = N�
 andN = n1+� all assumptions in Lemmas 5{7 are ful�lled. We delete one vertexfrom each 2-element edge E 2 E2 and each (2; (g; i; j))-cycle, 2 � g � i � j � kbut g < j, in G. Let V � � V be the set of remaining vertices. The inducedsubhypergraph G� = (V �; E�3 [ � � � [ E�k ) of G with E�j := Ej \ [V �]j , j = 3; : : : ; k,is linear, and by (12), and Lemmas 6 and 7 ful�lls jV �j � N=2 and jE�j j �k3 � cj �Aj�2j �N j . By (14), the hypergraph G� has average degree
tj�1j = j � jE�j j=jV �j � 2 � k3 � j � cj � (c0j)j�2 �N j�1 � log n=nj�1 =: (tj(1))j�1

for the j-element edges. Fix a constant c0 > 0 such that Ck=(2 � c0) ��1=(k�1) > 1and set T := c0 � (N=n) � (log n)1=(k�1). Then �x constants c0j > 0, j = 3; : : : ; k;in (14) such that
(tj(1))j�1 = (2 � k3 � j � cj � (c0j)j�2 �N j�1 � log n)=nj�1 �

� 1=32 � �k � 1j � 1
�=(10(3(k�j))=(k�1) � k6) � T j�1 � (log T )(k�j)=(k�1):

Then, the assumptions in Theorem 4 are satis�ed for G�, and its independencenumber �(G�) satis�es for some constant Ck > 0:
�(G) � �(G�) � Ck � (jV ��j=T ) � (log T ) 1k�1 � Ck � (N=(2 � T )) � (log T ) 1k�1 �

� Ck � n2 � c0 � (log n) 1k�1
� �log(n�)� 1k�1 � n:

The vertices of an independent set I with jIj = n yield n points among the Npoints P1; : : : ; PN 2 [0; 1]2, such that for j = 3; : : : ; k the area of the convexhull of any j distinct points of these n points is 
((log n)1=(j�2)=n(j�1)=(j�2)) asdesired. ut
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