
A Reliable MAC for Delay-Bounded and
Energy-Efficient WSNs

Philip Parsch and Alejandro Masrur
Department of Computer Science

TU Chemnitz, Germany

Abstract—With the advent of Internet of Things (IoT), an
increasing number of devices start exchanging information. This
puts emphasis on wireless sensor networks (WSNs) to facili-
tate the interaction with the environment in varied application
scenarios such as, for example, building and home automation
among others. In this context, a reliable communication is usually
required, i.e., it is necessary to guarantee that packets arrive
within a specified maximum delay or deadline. In addition,
since battery-driven nodes are used and/or for the sake of
sustainability, WSNs often have to economize on energy. However,
most existing MAC (Medium Access Control) protocols are either
unable to provide guarantees on reliability (e.g., CSMA) or they
incur too much energy consumption (e.g., TDMA). To overcome
this problem, we propose a MAC technique that guarantees
reliability requirements while allowing for delay-bounded and
energy-efficient communication. We carry out a large number
of experiments based on detailed simulations with OMNeT++
comparing the proposed MAC, in particular, with CSMA and
TDMA and illustrating its benefits.

I. INTRODUCTION

Wireless sensor networks (WSNs) facilitate the interaction
with the environment and are regaining in importance as
Internet of Things (IoT) applications advance. Requirements
on the underlying medium access control (MAC) layer are
manifold and strongly depend on the context. In general,
reliability and energy efficiency are of major importance, since
nodes are typically battery powered and many applications
require data packets to be successfully delivered, often, within
an upper time bound or deadline.

To this end, a number of MAC protocols have been pre-
sented to increase energy efficiency and reliability in WSNs.
Many of them are based on well-known paradigms, such as
CSMA or TDMA, and add further functionality to improve
the overall performance. These are, for example, mechanisms
that switch from CSMA to TDMA under high contention [16]
or hybrid schemes with both TDMA and CSMA slots [13].
However, despite increasing the average performance, they
also add more complexity and, in the end, reduce to either
the performance of CSMA or TDMA in the worst case.

Although many protocols — including the ones mentioned
above — are general purpose, i.e., they are applicable to a
wide range of applications, they do not always offer good
performance for specific applications. This is because they
often miss the ability to adapt their parameters, such as

retransmission numbers or back-off times, to a given network
setting or environment. Using their typically fixed or only
slightly variable parameters can lead to low performance
in many different settings. On the other hand, other MAC
protocols that can be adapted are often complex and use a best
effort approach, meaning they cannot provide any guarantees
on performance.

In this paper, we propose a MAC protocol that overcomes
inflexibility by existing protocols, while still maintaining low
complexity and a guaranteed worst-case performance. To this
end, and in contrast to many best-effort approaches, we
provide a framework that allows assessing performance and
enables network design with regard to its requirements. The
proposed MAC has an asynchronous nature leading to low
complexity and good energy efficiency which, together with
its ability to adapt to network requirements and environment,
makes it suitable for a wide range of applications.

A. Contributions

In this paper, we propose a MAC protocol for highly reliable
and energy efficient communication in WSNs. In particular,
nodes try to send each packet a maximum number of k
times. For this, they wait a random back-off time in-between
transmission attempts, selected from an interval [tmin, tmax].
By adjusting tmin and tmax, we can influence the probability
of a successful transmission and are therefore able to provide
a guarantee on reliability, i.e., that the packet reaches its
destination within a specified deadline.

Carrier sensing is used to detect ongoing transmissions by
other nodes and skip own ones if these would cause collisions.
To this end, we determine the optimal length of the carrier
sensing interval with regard to node specific parameters.
In addition, every successful transmission is acknowledged,
hence, nodes can stop trying to transmit further packets if data
has been already received. This greatly reduces the generated
traffic and results in improved energy efficiency and delays.

B. Structure of the Paper

The rest of this paper is structured as follows. Related work
is discussed in Section II. Next, Section III explains our system
model and assumptions. Section IV introduces the proposed
MAC protocol. Section V presents our experimental evaluation
based on simulation and Section VI concludes the paper.978-1-5386-1898-1/17/$31.00 c© 2017 IEEE



II. RELATED WORK

In the following we provide a brief overview of different
MAC protocols that aim to increase energy efficiency and
reliability in WSNs. In general, these can be divided in
synchronous, asynchronous and hybrid networks [8].

In synchronous networks, nodes typically share a common
clock by periodically sending beacon messages or by syn-
chronizing to external events. This allows them to efficiently
schedule transmissions and sleeping times [3] [9], resulting in
high maximum throughput and bounded delays. On the other
hand, synchrony comes at the cost of additional energy con-
sumption and complexity, making it less suitable for networks
with long idle times or for environments with high levels of
external interference, as control messages can be lost as well.
A typical synchronous protocol is TDMA.

Asynchronous networks, on the other hand, forgo any
synchronization, but instead implement mechanisms such as
random back-off or retransmission schemes to increase reli-
ability. They offer good energy efficiency and high flexibil-
ity, making them ideal for dynamic, low-cost networks. On
the other hand, since transmissions are uncoordinated, they
incur in higher packet loss rates and a typically unbounded
delay, especially for higher network traffic. A widely used
asynchronous protocol is CSMA.

Hybrid approaches try to combine the advantages of syn-
chronous and asynchronous networks. This can, for example,
be done by switching from CSMA to TDMA under high
contention [16] or by creating a super frame, which divides
transmission time in synchronous and asynchronous slots [13].
Although these approaches increase the average reliability,
they incur additional complexity and are usually limited to
the performance of either TDMA or CSMA in the worst case.

In [12], an asynchronous approach for fully reliable commu-
nication is presented. Here, nodes transmit data packets with
carefully chosen (constant) inter-packet times to guarantee that
at least one packet arrives in the worst case. This way, 100 %
reliability can be achieved, however, it comes at the cost of
increased delays making it only suitable for smaller network
sizes. To reduce these delays, the probabilistic approach in [11]
transmits data packets at random time instants, similar to the
protocol in this paper. This allows providing worst-case guar-
antees on delay and reliability, however, the scheme in [11] is
only applicable for transmit-only networks and, hence, does
not perform carrier sensing to adapt to ongoing transmissions
on the channel.

A modified CSMA mechanisms is presented in [1], which
uses RSSI (received signal strength indication) to obtain
additional information about interfering sources and decide
whether to transmit or not. This increases the average perfor-
mance, compared to classic CSMA; however no analysis is
provided to analyze its worst-case performance.

Other protocols adjust their MAC parameters depending on
the current network status or on environmental changes. For
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Figure 1. Basic working principle: After being activated by an event E,
node i starts transmitting data packets in random time intervals until an
acknowledgment is received — here for the k-th packet. This way, up to
k packets are sent within a deadline dmax in the worst case.

example, back-off times can be prolonged to reduce congestion
in bursty traffic [16], or the data rate can be adapted to reduce
energy consumption whenever possible [6]. These approaches
generally increase the average performance, however, they are
again limited to the performance of the underlying MAC layer
(typically TDMA or CSMA) in the worst case.

In addition, further MAC protocols have been presented
that improve reliability and/or energy efficiency in WSNs.
However, many of them make restrictive assumptions limiting
their applicability. For example, spatial separation of nodes [4],
non-standard modulation [5], multiple receivers per node [2],
etc. These are hence not suitable for general purpose networks,
such as the one considered in this paper.

In this paper, we propose a MAC protocol for highly reliable
and energy efficient communication in WSNs. In contrast to
the aforementioned approaches, we do not pursue a best effort
approach, but provide a framework that allows calculating the
expected worst-case reliability and energy consumption for
a given network. To this end, node specific parameters are
regarded during calculations, resulting in a typically better
performance than fixed-parameter MACs, such as CSMA. The
presented approach is general and can be applied to a wide
variety of different applications using commonly available
hardware.

III. MODELS AND ASSUMPTIONS

We consider a WSN of one or more (data) sinks and a
number of n independent (sensor) nodes that can be activated
periodically or by events. Upon activation, nodes broadcast
their data in a single-hop (star topology) fashion to their
corresponding sink. The sink can then process this data or
act as a cluster head and further relay it to other sink nodes
in a multi-hop fashion1. To ensure proper functionality, data
packets must be received within an upper time bound or
deadline dmax, i.e., this is the maximum time allowed for
one hop.

Transmitting a data packet takes an amount of time, depend-
ing on the size of the packet and the transmission rate. We refer
to this value as packet length and denote the maximum length
of any packet in the network by lmax. To increase reliability
— individual transmission can be corrupted, since nodes
are not synchronized — every sink acknowledges successful

1Note that if the sink acts as a cluster head, it must be regarded as a
transmitting node as well, i.e., it must be added to n.
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Figure 2. Timing of a successful packet transmission.

receptions of data packets. We refer to the length of an
acknowledgment packet (ACK) by lack. If no ACK is received,
the corresponding node re-transmits a packet up to k − 1
times within dmax, where k is an integer number denoting
a maximum bound on transmission attempts by any node in
the network.

Each node i waits a random time tix ∈ R>0 before sending
any packet x — including the first packet of a sequence2.
Here 1 ≤ i ≤ n and 1 ≤ x ≤ k hold and n ∈ N>0 denotes
the number of (sensor) nodes in the system — see Fig. 1.
This tix is referred to as (random) inter-packet or back-off
time and is uniformly distributed in the interval [tmin, tmax]
where tmin, tmax ∈ R>0 are system design parameters, i.e.,
these are common to all nodes. After waiting a random time,
nodes do not transmit directly, but they first sense the channel
to check whether the communication channel is being used,
i.e., blocked. If the channel is blocked, they skip the current
packet and perform a random back-off before trying again. To
this end, nodes can detect transmissions of the other nodes
that are connected to the same sink, i.e., there are no hidden
terminals within a sink’s range.

In case the channel is free, i.e., not blocked, a packet is sent
as depicted in Fig. 2. Here, a node first senses the channel for
tsen time and then switches its transceiver from receive to
transmit mode — in tset time — to transmit its data packet.
After transmission, the node switches back to receive mode
to be able to receive an ACK from the sink. Similarly, the
sink also performs a mode switch to transmit the ACK, which
again takes tset time. Note that tset includes possible latencies
such as processing and propagation delays.

Once the acknowledgment has been sent, the sink node
needs tset additional time to switch back to receive mode and
be able to receive further packets. However, since there cannot
be any packet in this last tset, we can safely neglect it. That is,
another node can start transmitting at earliest tsen + tset time
after the channel is free, i.e., after the acknowledgment has
been sent — more details later. As a consequence, we denote
by L the total delay incurred from the start of transmission by
the source node to the time at which the sink node finishes its
acknowledgment — see Fig. 2:

2This design decision simplifies our analysis in a considerable manner,
while not affecting the functionality of the network.

L = lmax + lack + tset. (1)

Similar to CSMA, every sink monitors the communication
channel continuously, since communication is asynchronous
and packets can be received at any time. This increases the
energy consumption of the sink, which can, however, be
tolerated in many WSN applications. For example, in home
automation networks, sinks are usually attached to actuators
and, hence, typically connected to a bigger power supply
such as the house’s power line. In return, energy is saved
at multiple, battery-powered sensor nodes, where this is a
generally much more critical concern (e.g., wireless light
switches and temperature sensors, etc.).

Finally, each transmitter is assumed to be activated only
once within dmax. This is a logical assumption since multiple
activations of the transmitters lead to unnecessary interference.

IV. PROPOSED SCHEME

In this section, we obtain suitable values for the parameters
introduced before in Section III. In particular, we will select
values for tsen, tmin, tmax and k that allow guaranteeing a
reliable and energy-efficient communication between nodes in
our WSN.

A. Carrier Sensing

As mentioned above, nodes perform carrier sensing for a
configurable time tsen to avoid interrupting ongoing transmis-
sions of other nodes. In the following, we analyze the optimal
length of the sensing period tsen.

To this end, we have to consider that every transceiver IC
has a specific sensitivity, i.e., it requires a certain amount
of time to detect whether a channel is busy or not. This is
typically the time to receive a few bits at a given transmission
speed, which we denote by t̄ in the following. Note that
a signal must be present for at least t̄ continuously on the
channel for a node to detect it reliably.

The shortest possible sensing interval can be as short as
tsen = t̄. However, as displayed in Fig. 2, we know that
there is a gap of size tset in between data packets and the
corresponding acknowledgments. Now, in order to not falsely
detect the channel as free during this time, tsen should be
chosen such that:

tsen = tset + 2t̄. (2)

By adding 2t̄ in (2), we ensure that tsen always overlaps by at
least t̄ continuously with either the data or acknowledgment
packet. Note that a longer tsen than (2) has no benefit, but
it rather increases energy consumption of the node without
guaranteeing better results.

Although carrier sensing greatly reduces the chance of
collisions, it cannot fully prevent them. That is, since nodes
can be triggered by independent events, it may happen that the
carrier sense intervals of two or more nodes overlap such that
they cannot see each other. For example, let us assume that
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Figure 3. Illustration of the collision and blocking intervals ∆col and ∆blk .
Whenever a node j starts carrier sensing in these intervals, its packet will
either collide or be blocked by a packet of another node i. Case 1 and 2 show
a collision between node i and j, whereas case 3 shows node j skipping its
packet.

a node 1 and a node 2, sense the communication channel for
50µs and 10µs respectively, before they start transmitting. It
can happen that node 2 is triggered 40µs after node 1 such that
their sensing intervals do not overlap with the other’s packet
transmission. As a result, they do not detect each other and
packets still get lost. This is analyzed in the following section
with more detail.

B. Reliability

Recall that each node in the network tries to send each
packet a total number of k times waiting a random time
interval tix in [tmin, tmax] before each attempt. Let us now
consider the definition below.

Definition: We define reliability of a WSNs as the probability
that, in the worst case, at least one out of k packets of any
node i reaches its destination within a specified deadline dmax.

To compute this probability, we need to consider the worst-
case transmission conditions: (i) all n nodes in the network are
sending (ii) there exists a maximum fraction of the interval
[tmin, tmax] for which any selected value of tix leads to a
failed transmission. While condition (i) is straight forward,
condition (ii) requires more analysis.

There are two possibilities that lead to a failed transmission
attempt, either a collision or a blocked channel. Both possibil-
ities can be expressed as time intervals, i.e., ∆col for collisions
and ∆blk for a blocked channel. These describe the fraction of
time in [tmin, tmax] for which any selected value of tix, i.e.,
the point in time at which nodes start with carrier sensing,
leads to either collision or blocking on the channel.

Regarding collisions, let us have a look at Fig. 3. As
depicted in case 1, a packet of node j collides with a packet of
another node i, if both start carrier sensing at the same time.
Now, if we shift the packet of node j further to the right, i.e.,

let it start carrier sensing later, there will still be a collision as
shown in case 2. Only when this shift is greater than tset + t̄,
there will be no collision, but node j’s packet will be skipped.
That is, its carrier sensing interval now overlaps for more than
t̄ with node i’s packet, which is sufficient for node j to detect
it. As a result, the collision interval of a single packet can be
described as:

∆col = tset + t̄, (3)

where tset is the mode switch time and t̄ the sensitivity of the
transceiver.

Similarly, we can determine the blocking interval ∆blk, as
shown by case 3 in Fig. 3. Here, a node j is able to detect
a busy channel, if it starts carrier sensing more than tset + t̄
later than another node i, i.e., after the collision interval. This
continues until the point in time where node j starts carrier
sensing less than t̄ time before node i’s acknowledgment has
finished. That is, the overlap of node j’s tsen with node i’s
acknowledgment is small enough and node j starts detecting
a free channel. As a result, the blocking interval of a single
packet can be described as follows:

∆blk = (tsen − (tset + t̄) + tset + L− t̄)
= (tsen + L− 2t̄) = tset + L. (4)

Although there are differences between a packet failed due
to a collision or a blocked channel as discussed later, it
does not make any difference for reliability, since no packet
will arrive at the sink in both cases. We can consequently
combine ∆col and ∆blk to describe the total fraction of time
in [tmin, tmax] for which any selected value of tix will lead
to a failed transmission between any two single packets:

∆tot = ∆col + ∆blk

= (tsen + tset + L− t̄). (5)

So far, we discussed the carrier sense mechanism and the
blocking and collision intervals. Next, we analyze how to
obtain tmin and tmax, i.e., the bounds in which every node
i uniformly selects its inter-packet times tix. To this end, let
us consider the case where tmin is set such that there can
be at most one packet of each node in an interval of length
tmax − tmin. That is, the value of tmin has to fulfill the
following condition:

tmin ≥ tmax − tmin,

tmin ≥ tmax

2
. (6)

Note that tmin is the minimum and tmax the maximum
separation between two consecutive transmission attempts of
a node. If tmin is smaller than tmax

2 , each node can send
multiple packets within the interval tmax− tmin, for example,
if it (randomly) selects tmin multiple times. This, however,
leads to a lower worst-case performance and is therefore not
meaningful — more details can be found in [11], where this
is analyzed for a transmit-only network.



Given the fact that there can be at most one packet per
node in tmax− tmin, we can compute the maximum possible
probability of packet loss for every packet being sent. This
is the ratio between ∆tot of all packets — if all nodes are
transmitting, there can be n − 1 other packets that can cause
interference — and tmax − tmin:

q =
(n− 1)∆tot

tmax − tmin
. (7)

The probability of successful packet transmission in the
worst case is given by 1 − q. Note that for (7) to be valid
the following condition must be satisfied (i.e., q ≤ 1 must
hold):

(n− 1)∆tot ≤ tmax − tmin,

tmin ≤ tmax − (n− 1)∆tot. (8)

Since network parameters, such as tmin, tmax, tsen, etc.,
are common to all nodes, q is independent of the node and
packet being sent. This allows us to model reliability, i.e., the
probability p that at least one out of k transmission attempts
reaches its destination for any node n, using a binomial
distribution.

To this end, we need to consider all possible combinations,
i.e., the first packet arrives, the second packet arrives, etc.,
which is a cumbersome procedure. To facilitate calculations,
we instead compute 1 − p, i.e., the probability that, in the
worst case, no transmission attempt is successful. This is
the probability that k consecutive packets are lost and can
be computed by the well-known equation

(
k
x

)
qx(1 − q)(k−x)

where
(
k
x

)
= k!

x!(k−x)! is the binomial coefficient. Replacing q
as per (7), we obtain with x = k, i.e., k out of k packets are
lost:

1− p =

(
(n− 1)∆tot

tmax − tmin

)k

. (9)

For (9) to be valid, we have to ensure that nodes are always
able to send k packets within dmax. Towards this, recall
again that every node i waits a random time tix chosen from
[tmin, tmax] before sending any packet. In the worst case, node
i will select tmax for each of its k packets. To guarantee that
even the last packet of node i has been transmitted before
dmax, the following must hold:

tmax ≤
dmax − (tsen + tset + L)

k
. (10)

Given a value of tmax as per (10), we can reshape (9) to
compute the value of tmin that satisfies a desired reliability p
for the whole WSN:

tmin ≤ tmax −
(n− 1)∆tot

k
√

1− p
. (11)

We can see from (11) that full reliability, i.e., p = 1, is only
possible for n = 1, independent of all other parameters. For
n > 1, if p tends to 1, tmin tends to minus infinity as per (11).
In other words, 100% reliability as with TDMA or the MAC in

[12] cannot be achieved with the proposed approach. However,
our scheme allows for a reliability that is acceptably close to
100%, while considerably reducing the number of transmission
attempts and, hence, making better use of energy.

C. Energy Consumption

Let us now analyze the energy consumption Eavg of a
node, i.e., the energy required on average for sending up
to k packets within dmax. To this end, recall that there are
three possibilities for every data transmission: (i) the packet
is successfully received, (ii) the packet collides and (iii) the
channel is blocked and a back-off is performed.

In case a packet is successfully received, as shown for
node j in Fig. 3, a node senses the channel for tsen, sends
a packet with lmax and receives an acknowledgment in lack
time. In case a packet collides, the node also waits for an
acknowledgment, since it does not know a priori that its
packet collided. It consequently requires the same energy as a
successful transmission. In contrast, if the channel is blocked,
a node only senses the channel for tsen and then performs
a back-off. We assume that a node sleeps during the back-
off time and, hence, does not consume energy. As a result,
the energy needed for a blocked, collided or successful packet
can written as:

Eblk = tsen · Prx,

Esnd = (tsen + lack) · Prx + lmax · Ptx + 2tset · Pset,

where Eblk is the energy needed for skipping a packet and
Esnd is the energy for a successful or collided packet. Prx

and Ptx are power levels of the node in receive and transmit
mode respectively and Pset describes the power consumption
during tset, for which we assume Pset = max(Ptx, Prx).

In the best case, a packet arrives at the first attempt and
only Esnd is consumed. In the worst case, all k attempts to
transmit a packet result in collisions, which requires k ·Esnd.
These are the lower and upper bound for the average energy
Eavg:

Esnd ≤ Eavg ≤ k · Esnd.

We first have to distinguish between the probability that
a single packet collides qcol or is skipped due to a blocked
channel qblk. With q = qcol + qblk as per (7), this results in:

qcol =
(n− 1)∆col

tmax − tmin
,

qblk =
(n− 1)∆blk

tmax − tmin
.

Further, we have to consider all different possibilities of
packet failure and arrival, i.e., the first packet arrives, the first
fails and the second arrives, etc., including all k packets fail.
To this end, note that, if a packet is successful, its weighted
energy is (1−q)·Esnd, i.e., the probability that the packet does
not fail, multiplied by the energy for successful transmission.



If a packet fails, the weighted energy is either qcol · Esnd in
case of a collision or qblk · Eblk in case of being blocked.

If now x1 packets collide and x2 packets are blocked, with
x1 + x2 ≤ k, until a packet can be successfully sent (or all k
attempts are unsuccessful), we have that the energy required
is:

E(x1, x2) = x1 ·Esnd +x2 ·Eblk +min(1, k−x1−x2) ·Esnd,

and that the probability of having this case is given by:

q(x1, x2) = min
>0

(1,min(1, k − x1 − x2) · (1− q))

×
(
x1 + x2
x1

)
· qx1

col · q
x2

blk,

where
(
x1+x2

x1

)
= (x1+x2)!

x1!x2!
is the binomial coefficient returning

the number of combinations for given values of x1 and x2. In
addition, min>0(·) returns the minimum value that is greater
than 0, i.e., it returns 1 when k−x1−x2 = 0 holds, otherwise
it returns 1− q.

As a result, the average energy Eavg is given by the
following expression:

Eavg =

k∑
x1=0

k∑
x2=x1

q(x1, x2) · E(x1, x2). (12)

In conclusion, (12) can be used to calculate the average
energy consumption of a transmission attempt and, hence,
allows assessing the expected battery lifetime of a node.
Together with the equations in Section IV-B, this allows
designing the network for both reliable and energy-efficient
operation.

V. SIMULATION AND EVALUATION

In this section, we evaluate our MAC protocol by a set
of simulation-based experiments and compare it to other
protocols as explained below. To this end, we used the
OMNeT++ framework [15] and MiXiM [7], an extension
for wireless networks, to obtain statistical data for different
network settings and very high numbers of transmissions —
at least 1,000,000 packets where simulated for each of the
presented curves to reach good average results.

The simulated WSN consists of one data sink and a se-
lectable number of sensor nodes n that are randomly dis-
tributed within an area of 30×30m2. The transmission power
has been configured to ensure good link quality over the whole
area and enable a good connection to the sink, which is located
in the center of this area. For simplicity, we assume that data is
conveyed in a single-hop fashion. This facilitates the following
analysis while not invalidating results.

All sensor nodes are simple data sources that transmit
packets according to the compared MAC protocols below.
To reproduce a high network load and therefore conditions
close to the worst case, all nodes were triggered as frequently
as possible, i.e., without or with only very short pauses

Table I
CC110L RADIO AND SIMULATION PARAMETERS

Parameter Value

Bit rate 128 kbps
RX/TX switching time tset 30µs
Sensitivity t̄ 10µs
Carrier sense duration tsen 50µs
CSMA slot length 320µs
RX threshold −95 dBm
TX power +12 dBm
Area 30 × 30m2

between subsequent activations. This results in long delays,
high energy consumption, etc., which can be regarded as
exceptional operation conditions. During normal operation,
i.e., less congestion, nodes are expected to yield better results.

The following MAC protocols are compared in simulation:

• The proposed scheme is our MAC protocol as presented
in Section IV of this paper.

• The TDMA (time division multiple access) scheme is a
synchronous protocol, in which nodes transmit during
dedicated time slots to avoid collisions. For this, they
share a common clock by periodically receiving synchro-
nization beacons from the sink.

• The CSMA (carrier sense multiple access) scheme is
an asynchronous protocol that implements non-persistent
carrier sensing and an exponential back-off scheme, sim-
ilar to 802.15.4.

• The deterministic scheme from [12] uses fixed back-off
times and allows fully reliable communication (clearly,
provided that external interference can be neglected).

Note that we selected baseline CSMA and TDMA for
comparison, since these are the core technologies of many
other relevant approaches [9] [13] [16]. During high contention
— which we simulate in our experiments — these typically
fall back to the performance of either TDMA or CSMA. For
example, [13] reduces to CSMA and [9] [16] to TDMA at high
congestion. For more information, see Section II.

In our experiments, we fixed the transmission rate to
128 kbps and used the radio parameters from the CC110L
transceiver [14], as displayed in Table 1. Data packets consist
of 4 bytes preamble, 2 bytes CRC (cyclic redundancy check)
and 26 bytes payload, resulting in lmax = 2000µs. In case of
the acknowledgment, no CRC is required, but a field for the
(source) node’s address of 1 byte. Its length is consequently
lack = 312.5µs. Further, the transceiver switching time tset
has been set to 30µs and the receiver sensitivity to t̄ = 10µs,
i.e., the time to detect one bit including some tolerance.

For the proposed scheme, the packet number was set to
k = 3 and the deadline to 500ms, which is common in home
automation networks, e.g., a wireless light switch needs to
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operate within this time to guarantee the desired functionality.
The remaining parameters were calculated using the provided
formulas from Section IV, i.e., tmax was computed by (10)
whereas we assumed tmin = tmax

2 for maximum reliability.

In case of TDMA, every transmission cycle starts with a
synchronization beacon followed by n time slots, where n is
the number of nodes of the current iteration. The beacon is
set to a length of 375µs, i.e., it consists of a 4 bytes preamble
and a 2-byte sync word. On the other hand, time slots are set
to lmax = 2000µs. To account for clock drift — we assume
standard crystal oscillators with 100 ppm = 0.01 % accuracy
— all slots are enclosed by a 5 % guard interval, i.e., 100µs
before and after the slot. Taking this value as the maximum
allowable clock drift, the beacon interval is set to 1 s. In other
words, the beacon prevents clocks from deviating for more
than 100µs.

The CSMA protocol is based on the IEEE 802.15.4 MAC
layer, which we modified to match the different packet sizes
and transmission rates in our network. That is, we set the
number of back-off retries to 4, retransmissions to 7 and select
a slot size of 320µs. Further, we increased the contention
window size to [32, 1024] slots as per 802.11 to improve
performance at high contention. Lastly, to be comparable to the
other approaches, we use the same packet structure as before
(i.e., lmax) and do not implement RTS/CTS schemes.

A. Communication Delay

The average delay, i.e., the average time it takes from
triggering a node until the successful reception of its data, is
shown in Fig. 4. As it can be observed, a higher n increases
the average delay for all transmission schemes. In the case
of TDMA, it rises linearly due to a higher number of slots
within the cycle. For the other schemes, an increasing n leads
to more congestion and, therefore, results in higher collisions
rates. In case of the proposed scheme and CSMA, this causes
the delay to rise linearly, where the slight curvature results
from saturation effects, i.e., due to a limited number of back-
off retries and re-transmissions. For the deterministic scheme,
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Figure 5. The maximum delay, i.e., the longest time it can take from triggering
a node until the successful reception of its data.

the average delay increases quadratically as a result of longer
back-off times for a greater n [12].

As shown in Fig. 4, the proposed scheme has the highest
average delay of all schemes. Unlike CSMA, which tries to
achieve fast transmission, i.e., by first using short back-off
times, the proposed scheme equally distributes its k transmis-
sions within the full deadline dmax. This results in longer
average delays, however, it also leads to a more balanced
traffic load. For example, in bursty networks, e.g., when an
event triggers multiple nodes at the same time, the proposed
scheme yields no traffic peaks, resulting in less collisions in
total. This is beneficial for energy efficiency and reliability, as
shown in the following experiments.

The maximum delay, i.e., the longest time from activation
of a node until successful reception of its data, is shown in
Fig. 5. Here, the proposed scheme offers a relatively low
maximum delay equal to the deadline dmax. Only TDMA,
a throughput optimized synchronous protocol, can achieve
a lower maximum delay, i.e., the time of one full TDMA
cycle. In contrast, CSMA and the deterministic scheme have
an exponentially rising delay. For CSMA, this rises with the
number of back-off retries and transmission attempts, hence,
it is independent of n and shows a constant value in Fig. 5.
For the deterministic scheme, however, the maximum delay
increases exponentially with 3n. This results in very high
delays, for example, 1.1 s for n = 20 and 2.5min for
n = 100, making this scheme only suitable for networks that
tolerate very long delays.

B. Energy Consumption

Let us now take a closer look at the energy consumption
of the different MAC protocols. In Fig. 6, we can see the
results of an exemplary network running for a period of 1
year, in which nodes were triggered 1000 times per day on
average. Again, to achieve high network load, event activity
is limited to short intervals throughout the day. This results
in short peaks of traffic, providing us with an upper bound
on energy consumption. During normal operation, i.e., when
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Figure 6. The average energy consumed per node in a 1 year deployment, if
it is triggered 1000 times per day.

there are less events or these are better distributed, energy
consumption will be usually lower.

The amount of energy consumed was calculated by multi-
plying the recorded times each node spent in receive, transmit
and sleep mode with the corresponding power levels from
the CC110L transceiver. That is, a node requires 33 mW in
receive, 66 mW in transmit and 0.36µW in sleep mode at
VDD = 1.8V .

In case of the asynchronous protocols, i.e., the CSMA,
deterministic and proposed scheme, the missing synchroniza-
tion leads to a generally lower energy consumption, which
increases for higher n, since more collisions occur and pack-
ets must be re-transmitted more often. This effect is more
dominant for CSMA, whereas it can barely be noticed for
the proposed and deterministic schemes. For the deterministic
scheme, a rising n leads to longer back-off times, resulting in
roughly constant collision numbers. The proposed scheme, on
the other hand, generally achieves low collision numbers due
to its evenly distributed transmissions within dmax.

The TDMA scheme has the highest overall energy con-
sumption, since nodes must wake up periodically to receive
synchronization beacons and to adjust their internal clocks.
The energy consumed hereby is determined by the beacon
duration and its frequency, which depends on the precision of
the oscillator and the length of the guard time intervals —
both are independent of n. In addition, since packets must be
transmitted only once due to the interference-free slot design
of TDMA, the energy consumption is independent of n and
shows a constant value in Fig. 6.

Note that we used a precision oscillator with 30 ppm accu-
racy for TDMA in Fig. 6 instead of the previous 100 ppm. This
way, the power consumption has been decreased by around
60 %. To further improve efficiency, special synchronization
protocols can be used, for example, FTSP [10], which im-
plements techniques to estimate and compensate clock drift.
Although the synchronization overhead can be greatly reduced
by these methods, energy consumption will typically still be
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higher than for asynchronous protocols, especially, in networks
with low event activity and long idle times.

C. Clock Drift

In the following, we discuss the effects of clock drift,
i.e., how the naturally occurring variance of an oscillator’s
frequency affects a node’s behavior. To this end, we simulated
an exemplary network with n = 20 nodes for which we slowly
increased clock drift to 1000 ppm (= 0.1 %).

In Fig. 7, we can see that all asynchronous approaches,
i.e., the CSMA, deterministic and proposed scheme, are barely
affected by an increasing clock drift due to their, if necessary,
repeated number of transmissions, carrier sensing and lack of
synchronization. For TDMA, however, nodes can possibly vio-
late their slot boundaries and collide with neighboring slots for
rising drift values. This effect starts when the simulated drift
is higher than 100 ppm, i.e., when it exceeds the maximum
value we have considered for design. Although not shown
in Fig. 7, other system parameters, such as delay, energy
consumption, etc., are affected in a similar way. That is, for
TDMA these typically increase with higher drifts, whereas
(almost) no change was observed for the other protocols.

D. External Interference

So far we considered internal interference only, i.e., packet
collisions occur from simultaneous transmission within the
network. In real-world deployments, however, there will in-
evitably be interference from sources outside the network, for
example, from neighboring devices using WiFi or Bluetooth.
To show possible effects on the different MAC protocols,
we simulated a network with n = 20 nodes and stepwise
increased interference from 0 % (no interference) to 100 %
(blocked channel). We considered that interference pulses have
a random length of 0.3ms to 10ms and always corrupt
ongoing transmissions (SINR < 0 dB).

Clearly, a rising level of interference impairs the overall
performance such as delay, reliability, energy consumption of
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all MAC protocols. Especially TDMA is vulnerable to interfer-
ence, since no acknowledgment or carrier sense mechanisms
are implemented, and losing synchronization beacons leads to
additional timing errors. As shown in Fig. 8, its reliability
drops linearly for a rising level of interference, since packets
are transmitted only once.

In contrast, the other approaches are generally robust against
interference and show good reliability even in noisy environ-
ments (interference < 40 %). For higher values, reliability
starts to rapidly decrease, since transmission and back-off
retries start not to be sufficient anymore. The deterministic
scheme offers the highest robustness, because it implements
the highest retransmission numbers. In case of the proposed
scheme, we can observe a higher reliability than for CSMA,
although it has lower retransmission numbers.

VI. CONCLUDING REMARKS

In this paper, we presented a MAC protocol for designing
highly reliable and delay-bounded WSNs. More specifically,
each node sends data packets up to k times with random
back-off times selected from [tmin, tmax]. The proposed MAC
allows configuring network parameters so as to guarantee a
desired reliability in the form of the probability that one packet
reaches its destination within a specified deadline dmax. Due
to its asynchronous design and reduced carrier sense times,
the proposed scheme makes efficient use of energy during low
network load and offers reliable communication during high
loads. It is therefore suitable for a broad range of applications
in the era of IoT.

In contrast to many existing MAC protocols, we do not
pursue a best effort approach, but provide a framework for
calculating the expected system behavior. Our scheme allows
for adaptability and can also dynamically adapt to different
network states or the environment. For example, if a node
has less important data to transmit, it can dynamically extend
its deadline to reduce congestion and, therefore, increase the
transmission reliability of the remaining nodes.

By performing extensive simulations using OMNeT++, we
showed that the proposed MAC achieves low collisions rates
within the network and high robustness against clock drift
and external interference. In addition, energy efficiency is
strongly improved due to a more balanced traffic load, which,
as a result, leads to significantly improved performance in
comparison to conventional protocols, such as TDMA and
CSMA. With respect to approaches with deterministic back-off
times, the proposed technique allows for shorter reaction times
in the worst case while still guaranteeing a high reliability.
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