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Abstract—There has been an increasing interest in home
automation over the last few years. In particular, applications
such as intelligent illumination, heating, and ventilation, allow
reducing the overall energy consumption and improve comfort
in our everyday lives. To implement such applications, multiple
sensors and actuators often need to be connected into networks
typically communicating over radio signals. Since there may be
a considerable amount of packet losses due to interference in the
network, most available technologies are based on bidirectional
devices or nodes with the capability of acknowledging packets,
and performing retransmissions if necessary. On the other hand,
bidirectional nodes are expensive and rapidly increase costs of a
home-automation network, in particular, as the number of nodes
increases. Alternatively, we can use unidirectional nodes, which
can either send or receive data and, hence, are considerably
less expensive. However, since unidirectional nodes are unable
to perform carrier sensing or acknowledge packets, the resulting
network is strongly unreliable. To overcome this predicament, we
propose a design technique that allows guaranteeing a reliable
communication based on unidirectional nodes. Our technique
consists in making each transmit-only node in the system send a
sequence of packets with constant inter-packet time or separation.
We prove analytically that, with the proposed technique, it is
always possible to guarantee that at least one packet of each
sequence reaches its receiver on time. We further evaluate our
approach with a simulation based on OMNeT++.

Keywords—Home automation, cost efficiency, reliability, sen-
sor/actuator networks, unidirectional nodes

I. INTRODUCTION

Nowadays, an increasing number of electronic devices
populate our homes providing comfort in many areas of our
lives. These devices need to be connected into networks to
perform different automation tasks, viz., home automation.
This way, simple applications such as automatically raising
shutters in the morning as well as more elaborate ones can be
easily created. Typical applications include HVAC (Heating,
Ventilation, and Air Conditioning), surveillance, door/window
control, etc.

There are different communication technologies that are
commonly used for transmitting data in home-automation
networks. The most used technologies are normally optical,
wired, or radio-based. Optical, more specifically, infrared com-
munication is mainly used for multimedia systems, e.g., a TV
remote control, and is seldom used for automation tasks in
homes, since it requires a direct line of sight and it typically
has a very limited range.

On the other hand, both wired and radio-based com-
munication are widely used for automation tasks. However,
radio-based systems are the preferred transmission method, as

they allow for high flexibility with respect to installation and
have low entry costs. For wired Systems, such as EIB/KNX
or BACnet [1], cables need to be installed leading to an
inflexible design, particularly, if this is not planned from the
beginning, and high entry costs. Solutions like Zigbee-KNX
Gateway [2] or KNX-RF [3] aim to connect both wired and
wireless systems, to combine the benefits of both technologies.
Nevertheless, these mixed systems are usually higher priced
and still not as flexible as purely radio-based systems.

The high popularity of wireless communication has led to
a wide variety of different technologies, ranging from simple
transmit- or receive-only devices (EnOcean1, Intertechno2),
over Internet-enabled solutions [4] to fully meshed networks
with routing capabilities such as ZigBee and Z-Wave3. In
general, we can classify such technologies either into unidi-
rectional or bidirectional systems.

Unidirectional devices or nodes can either transmit or
receive data. As a result, data packets cannot be acknowledged
and the states of nodes cannot be retrieved making it difficult to
implement reliable communication. This makes unidirectional
devices only suitable for non-safety-critical applications such
as environmental monitoring [5], etc., where packet losses can
be tolerated. The advantages of unidirectional nodes are a low
cost and a better power efficiency compared to bidirectional
nodes [6], since they do not need to power a receiver to monitor
the radio channel.

On the other hand, bidirectional devices or nodes can both
send and receive data. This allows acknowledging packets
and retrieving the states of nodes, and enables more com-
plex communication mechanisms such as packet routing and
automatic retransmission. However, this comes at a higher
computational expense and, together with a more complex
transceiver circuitry, such devices are more expensive than
simple unidirectional nodes. Regarding the high number of
devices that are often needed in home-automation networks,
there can be a substantial cost saving, if unidirectional nodes
are used.

Since unidirectional transmission may incur in packet loss,
special protocols and algorithms have to be used to improve
reliability of communication. Unfortunately, existing solutions
like CSMA (Carrier Sense Multiple Access), TDMA (Time
Division Multiple Access) or slotted Aloha [7] cannot be
used, because transmit-only nodes cannot perform carrier sens-
ing nor synchronization. Therefore, most commercial systems

1http://www.enocean.com/
2http://www.intertechno.at/
3http://www.z-wavealliance.org/



based on unidirectional nodes successively send a sequence of
packets (either with constant or random inter-packet times) to
increase the probability of a successful reception. Clearly, this
technique decreases energy efficiency as often more packets
are sent than really necessary. Moreover, even if they improve
the probability of a successful communication, these systems
are unable to provide any guarantee that at least one packet
from a transmit-only node reaches its corresponding receiver.

A. Contributions

In this paper we are concerned with the design of reliable
sensor/actuator networks for home automation using unidi-
rectional radio-based nodes. We proposed a technique which
consists in each transmit-only node sending a sequence of αi

packets with constant inter-packet time pi. Our technique is
based on the observations that (i) packet losses mostly orig-
inate from simultaneous transmissions by neighboring nodes,
and (ii) interference from outside is almost negligible. Our
contributions can be summarized as follows:

• We identify the worst-case situation leading to the
greatest amount of unavoidable packet losses. Based
on this, we determine the minimum necessary number
of packets that need to be sent by any transmit-only
node such that at least one packet reaches the receiver.

• We propose a method for obtaining suitable inter-
packet times pi guaranteeing that at least one of the
αi packets reaches the receiver in the worst case and
within a maximum deadline dmax.

B. Structure of the Paper

The rest of this paper is structured as follows. Related
work is discussed in Section II. Next, Section III explains
our system model and assumptions. Section IV introduces the
proposed design technique for unidirectional home-automation
networks. Section V presents our experimental evaluation
based on simulation and Section VI concludes the paper.

II. RELATED WORK

Reducing the cost of sensor networks by using transmit-
and receive-only nodes, is an idea that has appeared in various
scenarios in the past: RFID Systems [8] [9], long range outdoor
networks [5], wireless body area networks [10] and indoor
networks [11]. The challenge hereby is to find communication
schemes to allow for reliability, energy efficiency, and a
bounded delay. As already mentioned, transmit-only nodes
cannot perform carrier sensing nor synchronization, therefore,
existing algorithms such as CSMA and Aloha cannot be used.

This behavior poses a problem for communication reliabil-
ity, since there is no feedback for lost or corrupt packets. In
this context, Cardell-Oliver et al. [12] identified three error-
contention strategies: temporal diversity, spatial diversity and
code-based methods. In temporal diversity, data packets are, for
example, transmitted repeatedly at different times, while spatial
diversity aims to separate devices geographically such that
they do not fall within each other’s range and, hence, cannot
interfere with one another. Code-based methods add redundant
data, which can be used by the receiver to correct damaged
packets. However, the increased packet length leads to less

energy efficiency and higher collision probability due to longer
transmission times. Cardell-Oliver et al. further concluded that
temporal and spatial diversity yield better results for indoor
scenarios than code-based strategies [12].

An approach based on time diversity, called Timing Chan-
nel Aloha (TC-Aloha), has been proposed by Galluccio et
al. [13]. This scheme encodes parts of the information in the
inter-packet separation of the different nodes. As a result,
the packet length and transmission time can be reduced,
thus, decreasing energy consumption and the probability of
packet collision. In order to improve reliability, packets are
transmitted multiple times. Clearly, to recover the informa-
tion embedded in the inter-packet separation, at least two
packets must be received. By an analytical framework and
experimental results, Galluccio et al. [13] prove that TC-Aloha
increases data throughput; however, no guarantees can be given
on whether data always reaches the corresponding receivers on
time.

Another approach presented in [6] consists in using two
different types of transmitters. Simple unidirectional transmit-
ters (forming clusters) for cost reduction and so called cluster
heads with receiving capability. The cluster heads collect the
packets from their corresponding unidirectional clusters and
forward them to receivers. Since cluster heads can perform
carrier sensing and acknowledge packets, more sophisticated
communication schemes can be implemented upon them. How-
ever, if many cluster heads are necessary for a good coverage in
a home-automation scenario, costs increase rapidly. Moreover,
this method cannot guarantee a fully reliable communication
and packets may potentially never reach their receivers due to
collisions, in particular, within one cluster.

In the domain of wireless sensor networks, Andersson et
al. [14], [15] presented a transmission scheme for transmit-
only nodes, which can guarantee that data always reaches its
corresponding receiver. To this end, each transmitter sends a
sequence of redundant data packets in a periodic pattern, such
that at least one data packet of each transmitter cannot be
interfered. The periodic patterns were found by using an ILP
(Integer Linear Programming) solver and optimized for the
shortest total transmission duration; however, these patterns
greatly differ in length, meaning that some transmitters are
very fast at sending their packets whereas others have total
transmission durations which are multiple times longer. This
leads to big differences in terms of the average and total delay
and hinders the system analysis. Furthermore, it is assumed
that all data packets have the same length and there are no
interferences or noise generated by the outside world.

In this paper, we propose a technique to design reliable
communication for home automation, which is completely
based on unidirectional nodes. In contrast to most of the above
approaches, our technique provides a guarantee by construction
that data always reaches the corresponding nodes. Similar to
[14], [15], our method involves sending a sequence of αi

identical packets for each message, with a constant inter-packet
separation time which is specific for each node. However, in
contrast to [14], [15], we consider home automation where all
nodes need to have similar (worst-case) transmission durations.
As stated above, the length of the packet sequences in [14],
[15] strongly changes from node to node. In addition, we
further obtain analytical upper bounds on the inter-packet times
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Fig. 1. Example of a home-automation network consisting of three transmit-
only (blue semicircles) and three receive-only nodes (green circles). Which
transmitter sends to which receiver is indicated by numbers, i.e., transmitter
1 communicates with receiver 1, etc.

of transmit-only nodes. Our technique results in deterministic
behavior facilitating system analysis and improving the average
delay.

In the next section we discuss the system model and
assumptions used in the remainder of the paper.

III. SYSTEM MODEL AND ASSUMPTIONS

We consider a sensor/actuator network of simple transmit-
and receive-only nodes that are distributed within a room.
Fig. 1 shows an example consisting of three transmitter (blue
semicircles) and three receiver nodes (green circles). A trans-
mitter node is activated by an event, e.g., a user turns on the
light, or a motion detector gets triggered, etc. Upon activation,
the corresponding transmitter broadcasts its data within a
certain range of about 5m to 10m and, hence, every receiver
within that range will receive this data – see shaded regions
around transmitters in Fig. 1. If a receiver is connected to a
transmitter4, it will process data; otherwise this is discarded.
Since transmit-only nodes are unable to detect whether data has
reached the receiver, they transmit a sequence of αi packets to
increase the probability that at least one of them reaches the
receiver – note that αi is an integer number greater than one.
In this paper, we consider a constant inter-packet time denoted
by pi for each node where 1 ≤ i ≤ n holds.

Communication is performed via 868MHz radio, which
ensures an interference-free coexistence with common devices
using 2.4GHz, such as WLAN routers, microwaves, etc., and
allows higher data rates compared to 433MHz. Moreover, the
868MHz-band is restricted to 1% duty cycle which means that,
devices have to implement transmission-free intervals that are
99 times longer than their corresponding transmission times.
This helps minimizing interference with other devices.

On the other hand, since nodes are deployed within a
house or building, they are shielded from the outside world
to a great extent. As a result, we assume that interference
from outside the network is zero5 and the only interference

4An identifier is sent in each packet by the transmitter, which is then
recognized by its corresponding receiver.

5Note that other devices use 868MHz, e.g., garage doors, toys, etc.
However, these are usually low-power and have a short range.

originates from simultaneous transmissions of neighbor nodes
with overlapping ranges6

A packet transmitted by a node usually consists of an
identifier field identifying the transmitter, a data field and a
check sum or CRC (Cyclic Redundancy Check) field. In this
paper, we do not analyze the application itself, i.e., how data is
used to provide a desired functionality, but rather the reliable
communication between such nodes.

Packets from the different nodes usually have a relatively
constant length around three bytes (a one-byte identifier, a one-
byte data, and a one-byte CRC). Transmitting a packet takes
a given amount of time which depends on the number of bits
to be transmitted and the bandwidth of the communication
channel. We refer to this time to as packet length. In this paper,
we denote by lmax the maximum length of any packet in the
system.

In order that our sensor/actuator network work as expected,
for each transmitter node in the system, it must be guaranteed
that one packet arrives within a deadline measured from the
node’s activation time. For example, in case of a light switch,
light should be turned on within 0.5 seconds. A greater delay
is unacceptable, since it will negatively impact the quality of
the system. In this paper, we consider that this deadline is the
same for all transmitter nodes and denote it by dmax.

Finally, each transmitter is assumed to be activated only
once within a time interval tmax where dmax < tmax holds.
This is a logical assumption since multiple activations of the
transmitters lead to unnecessary interference. Of course, tmax

should not lead to unacceptable delay and should be tolerable
by the application.

IV. PROPOSED SCHEME

In this section we introduce our proposed approach for
designing reliable home-automation networks using unidirec-
tional nodes. Based on the assumption that interference from
outside the network is negligible, our technique consists in
identifying the worst case situation, where the most packets
can be lost due to interference from between nodes.

As stated above, nodes with overlapping ranges may inter-
fere with each other if they happen to transmit simultaneously.
For a reliable communication, it has to be guaranteed that at
least one packet reaches its corresponding receiver within a
pre-specified dmax. Towards this, we first obtain the worst-
case number of packets that need to be transmitted by any
node in the system. This is stated in the following lemma.

Lemma 1: Let us consider a set of n independent transmit-
only nodes, which are activated once within a time interval of
length tmax and transmit a sequence of αi packets within dmax

where dmax < tmax. If tmax ≥ 2× dmax holds, it cannot be
avoided that at least n−1 packets out of αi be lost independent
of the inter-packet time pi of the different nodes.

Proof: Since events triggering the different nodes are
independent of each other, e.g., a user turns on the light, or
a motion detector gets activated, they can occur at arbitrary

6If there are interferences which cannot be avoided, for example, from other
networks in neighboring apartments, these interferences can be modeled by
using additional nodes when planning the system.
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Fig. 2. Illustration of Lemma 1 for the case of three nodes. The last packet of
the top node interferes with the first packet of bottom node (reddish shading).
Given that the second packet of the bottom node might also be lost, its third
(and last) packet can only be guaranteed to reach its receiver (grayish shading),
if the top node is forced to wait for at least dmax time before transmitting
anew.

points in time. It might be the case that every time a node
tries to transmit a packet, this gets interfered by a packet of
another node being activated at that time independent of the
inter-packet time pi of the different nodes. As a result, the
corresponding packets are lost.

Let us assume that node j starts transmitting at time t0.
By assumption, this then sends αj packets within [t0, dmax]
with a constant inter-packet time pj . In the worst case, this
node sends its last packet at time t0 + dmax − lmax such that
this packet is fully transmitted by t0 + dmax. If node i starts
transmitting its αi packets at time t0 + dmax − lmax, the last
packet of node j and the first packet of node i will be lost.
If the remaining n − 2 nodes in the system get activated at
t0+dmax− lmax+ki× pi where ki is an integer number and
1 ≤ ki ≤ n− 2, all first n− 1 packets of node i will be lost
independent of any inter-packet time in the system.

Now let us further assume that the n-th packet of node i is
sent at t0+2×dmax−2× lmax such that it finishes being sent
by t0+2×dmax− lmax (i.e., within dmax from the activation
time of node i). This packet of node i will only be able to
reach its receiver, if node j is not activated anew until time
t0+2×dmax−lmax. Since the minimum overlapping between
any two packets yields packet loss, in order that node i’s n-th
packet is not interfered by node j, this latter should not be
activated anew until t0 +2× dmax – see illustration in Fig. 2.
The lemma follows.

As a result of the above lemma, each node needs to transmit
a minimum of n packets in order that at least one reaches the
receiver within dmax, i.e., αi = n for 1 ≤ i ≤ n. In addition,
each node should only be activated once with tmax ≥ 2×dmax.
Lemma 1 only considers the first packet being sent by each
node in the system. However, each node sends a sequence of
n packets. Any of these subsequent packets may collide with
other packets of the different nodes leading to interference. As
a result, Lemma 1 states necessary, but not sufficient conditions
for a reliable communication. In other words, to guarantee that
at least one packet reaches the receiver in the worst case, we
need to perform a more detailed analysis.

In principle, from the above discussion, we know that a
packet from one node can be interfered by a packet of another
node sending at the same time. In addition, the minimum
overlapping between any two packets leads to packet loss,
since data can be corrupted. The following theorem states a
necessary and sufficient condition for guaranteeing that, among
the n packets sent by a node, at least one of them reaches its
receiver.

Theorem 1: Let us consider a set of n independent
transmit-only nodes. Each of them sends a sequence of n
packets within dmax and is activated at most once within
tmax = 2 × dmax. At least one packet of each node can
be guaranteed to reach its receiver, if the following condition
holds for 1 ≤ i ≤ n, 1 ≤ j ≤ n, 1 ≤ ki ≤ n− 1, and i 6= j:

mod

(
ki × pi
pj

)
≥ 2× lmax, (1)

where mod (·) is the modulo operation, lmax is the maximum
length of a packet, while pi and pj are the (constant) inter-
packet times of the i-th and the j-th node respectively.

Proof: Let us assume that a node starts sending its
sequence of n packets at time t0 with a constant inter-packet
time pi. According to Lemma 1, the first n − 1 packets can
be intercepted by packets of the remaining nodes, if all nodes
send their corresponding n packets within dmax and are only
activated once in a time interval tmax = 2×dmax. In order that
at least one packet of an i-th node safely reaches its receiver,
it should be guaranteed that no other packet from any other
node affects the n-th packet of the i-th node.

If the j-th node affects the first of packets from the i-th
node, none of the subsequent packets from node j should affect
the n-th packet of node i. That is, none of node j’s packets
should have any overlapping with the n-th packet of node i.
Clearly, the n-th packet of node i is sent at time t0+(n−1)×pi.
Let us now assume that a packet of node j is also sent at time
t0 interfering with the first packet of node i. The remainder
of (n−1)×pi

pj
should allow for enough space to send a node

j’s packet before the n-th packet of node i start being sent,
i.e., before t0 + (n − 1) × pi: mod

(
(n−1)×pi

pj

)
≥ lmax.

However, a packet of node j can still affect the first packet of
node i, if this is sent at time t0 − lmax + ε or t0 + lmax −
ε where ε is an infinitesimally small amount of time. This
is because, in the latter case, there will be some amount of
packet overlapping (given by ε) between node i and j. As
a result of this, the remainder of (n−1)×pi

pj
should allow for

enough space to send a node j’s packet with whatever initial
overlapping between the first packet of node i and a packet of
node j: mod

(
(n−1)×pi

pj

)
≥ 2 × lmax. In a similar manner,

if a packet of node j affects the second packet of node i that
is sent at time t0+pi, it should be guaranteed that none of the
subsequent packets of node j can affect node i’s n-th packet:
mod

(
(n−2)×pi

pj

)
≥ 2 × lmax. For any two nodes i and j

where 1 ≤ i ≤ n, 1 ≤ j ≤ n, and i 6= j, this translates in that
mod

(
ki×pi

pj

)
≥ 2× lmax has to hold for 1 ≤ ki ≤ n−1. The

theorem follows.

Corollary 1: Let us assume that, according to Theorem 1,
(1) holds for 1 ≤ i ≤ n, 1 ≤ j ≤ n, 1 ≤ ki ≤ n − 1, and
i 6= j. If all n transmit-only nodes are activated simultaneously
at time t0, the first packet of each such nodes will be lost;
however, there will be no more packet losses in [t0, t0 + (n−
1)× pi] for 1 ≤ i ≤ n.

Proof: Let us consider that any pair of nodes i and j
where i 6= j are activated together at time t0. If (1) holds for
1 ≤ ki ≤ n− 1, there is at least 2× lmax space between any
packets of i and j in [pi, (n− 1)× pi]. This means that, with
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Fig. 3. Illustration of Corollary 1 for the case of three nodes, i.e., n = 3.
If (1) holds according to Theorem 1, in the case of a simultaneous activation,
the first packet of each node will get lost (reddish shading). However, there
will be no further packet losses for the next two packets (i.e., n− 1) of each
node (grayish shading).

exception of the first packets sent at t0, there is no overlapping
between packets of node i and j in [t0, (n − 1) × pi] – see
illustration in Fig. 3. Further, if (1) holds for all i and j where
i 6= j, no packets are lost in [t0, (n− 1)× pi] and 1 ≤ i ≤ n
besides the first one sent at t0 by each node. The corollary
follows.

Theorem 1 allows us to guarantee that at least one packet
of each node reaches its corresponding receiver within dmax,
provided that each node send n packets within dmax. However,
it does not help select the values of pi for each of the nodes.
To this end, let us consider the following analysis.

Lemma 2: Let us consider a set of n independent transmit-
only nodes. Each of them sends a sequence of n packets within
dmax and is activated at most once within tmax = 2×dmax. In
order to guarantee that at least one packet of each such nodes
reaches its corresponding receiver, the following condition
must hold for any pi and pi−1 where 1 < i ≤ n:

pi − pi−1 ≥ 2× lmax. (2)

given that pi−1 < pi < 2× pi−1 holds, i.e., b pi

pi−1
c = 1.

Proof: According to Theorem 1, if (1) holds for all i and
j where i 6= j and 1 ≤ ki ≤ n − 1, it can be guaranteed
that at least one packet of each node reaches its corresponding
receiver.

Now, for a any i, j = i− 1, and ki = 1, from (1) we have
mod

(
pi

pi−1

)
≥ 2 × lmax, which again has to hold according

to Theorem 1. Since pi > pi−1 and b pi

pi−1
c = 1 hold for

1 < i ≤ n, we have that pi− pi−1 ≥ 2× lmax and the lemma
follows.

Theorem 2: Let us consider a set of n independent
transmit-only nodes. Each of them sends a sequence of n
packets within dmax and is activated at most once within
tmax = 2 × dmax. If one packet of a node i is interfered
by a packet of node j, in order to guarantee that the next
packet sent by node i is not interfered again by node j, the
following condition must hold for the minimum inter-packet
time pmin = min

1≤i≤n
(pi):

pmin ≥ 2× n× lmax, (3)

where pmin < pi < 2×pmin, i.e., b pi

pmin
c = 1, for 1 ≤ i ≤ n.

Proof: Let us assume that one packet of a node i is
interfered at time t0 by a packet of node j. In order that the
next packet sent by node i is not interfered again by node j,

according to Theorem 1, (1) needs to hold for all i and j where
i 6= j and ki = 1.

Without loss of generality, let us assume that all pi are
sorted in order of increasing values, i.e., pi > pj if i > j
(hence pmin = p1 holds). Since b pi

pmin
c = 1 is assumed to

hold, note that b pi

pj
c = 1 also holds for all i and j.

Now, if i = n, j = n − 1, and kn = 1 hold, from (1) we
have mod

(
pn

pn−1

)
= pn − pn−1 ≥ 2× lmax, which leads to

pn ≥ pn−1 +2× lmax. Similarly, if i = n− 1, j = n− 2, and
kn−1 = 1, we obtain pn−1 ≥ pn−2 + 2 × lmax. Proceeding
as before for 1 < i ≤ n and 1 ≤ j ≤ i, we obtain that
p2 ≥ p1+2× lmax and, hence, pn ≥ p1+2× (n− 1)× lmax.

Since pmin = p1, p1 < pn < 2× p1 holds by assumption.
In addition, (1) is assumed to hold for all i and j where i 6= j
and 1 ≤ ki ≤ n− 1. Hence, for i = 1, j = n, and k1 = 2, (1)
becomes mod

(
2×p1

pn

)
= 2 × p1 − pn = 2 × p1 − p1 − 2 ×

(n−1)× lmax ≥ 2× lmax, which leads to p1 ≥ 2×n× lmax.
The theorem follows.

Theorem 2 provides a lower bound for pmin for the case
that pmin < pi < 2 × pmin where 1 ≤ i ≤ n, i.e., all pi
have similar values. This is a meaningful choice for pi since
all nodes have the same deadline dmax. Note that inter-packet
times pi that strongly differ from each other make it difficult
to meet dmax with all nodes.

Theorem 3: Let us consider a set of n independent
transmit-only nodes. Each of them sends a sequence of n
packets within dmax and is activated at most once within
tmax = 2×dmax. If the first packet of a node i is interfered by
a packet of node j, in order to guarantee that the next (n− 1)
packets sent by node i are not interfered again by node j, the
following condition must hold for the minimum inter-packet
time pmin = min

1≤i≤n
(pi):

pmin ≥ 2× (n− 2)× (n− 1)× lmax + 2× lmax, (4)

where as before pmin < pi < 2×pmin holds, i.e., b pi

pmin
c = 1,

for 1 ≤ i ≤ n. In addition, b k×pmin

(k−1)×pmax
c = 1 also holds, i.e.,

(k−1)×pmin < (k−1)×pmax < k×pmin, for 1 < k ≤ n−1
and pmax = max

1≤i≤n
(pi).

Proof: Let us again assume that the first packet sent by a
node i is interfered at time t0 by a packet of node j. In order
that the next (n− 1) packets sent by node i are not interfered
again by node j, (1) needs to hold for all i and j where i 6= j
and 1 ≤ ki ≤ n− 1 as per Theorem 1.

Without loss of generality, let us assume that all pi are
sorted in order of increasing values, i.e., pi > pj if i > j.
Hence pmin = min

1≤i≤n
(pi) = p1 and pmax = max

1≤i≤n
(pi) = pn

hold.

Let us first consider i = 1 and j = n. If ki = 1 holds,
from (1) we have that mod

(
p1

pn

)
≥ 2 × lmax is equal to

p1 ≥ 2 × lmax since p1 < pn. For ki = 2, from (1) we have
that mod

(
2×p1

pn

)
≥ 2 × lmax is equal to 2 × p1 − pn =

p1 − 2 × (n − 1) × lmax, as b 2×p1

pn
c = 1 holds – see again

proof of Theorem 2. Similarly, for ki = 3, we have that



Algorithm 1 Searching for the optimum pmin

Require: n, lmax

1: pmin = 2× n× lmax

2: p1 = pmin

3: for i = 2 to n do
4: pi = pi−1 + 2× lmax

5: end for
6: while pmin < 2× (n− 2)× (n− 1)× lmax + 2× lmax do
7: for i = 1 to n do
8: for ki = 1 to n− 1 do
9: for j = 1 to n, j 6= i do

10: if mod
(

ki×pi
pj

)
< 2× lmax then

11: pmin = pmin + lmax

12: goto line 6:
13: end if
14: end for
15: end for
16: end for
17: end while
18: return (pmin)

mod
(

3×p1

pn

)
≥ 2 × lmax is equal to 3 × p1 − 2 × pn =

p1−2×2× (n−1)× lmax ≥ 2× lmax, as b 3×p1

2×pn
c = 1 holds.

For ki = n−1, we have that mod
(

(n−1)×p1

pn

)
≥ 2× lmax is

equal to (n−1)×p1−(n−2)×pn = p1−(n−2)×2×(n−1)×
lmax ≥ 2× lmax, as b (n−1)×p1

(n−2)×pn
c = 1 also holds. As a result,

we have that p1 ≥ 2×(n−2)×(n−1)×lmax+2×lmax which
is lower bound for pmin = p1 stated in (4). Since pn = pmax,
note that choosing another j where 1 < j < n yields a lower
bound that is closer to that of Theorem 2. In other words, the
lower bound of (4) is the greatest necessary value of pmin.
The theorem follows.

Similar to Theorem 2, Theorem 3 provides a lower bound
on pmin for the case that pmin < pi < 2 × pmin where 1 ≤
i ≤ n. However, in contrast to Theorem 2, the lower bound of
Theorem 3 guarantees that, if a packet of node i gets interfered
by any node j, its next n−1 packets will not be interfered again
by node j. This result, together with Corollary 1, allows us to
design a reliable communication network based on transmit-
only nodes, since we can guarantee that at least one packet of
each node reaches its receiver in the worst case.

Theorem 3 assumes that (k−1)×pmin < (k−1)×pmax <
k × pmin, for 1 < k ≤ n− 1. This assumption simplifies the
analysis; however, it leads to the lower bound of (4) which
is not necessary the optimum, in the sense that there might
be a feasible pmin that is less than the bound of (4). Note
that a shorter pmin allows choosing shorter pi, hence, meeting
shorter dmax.

On the other hand, we can design an algorithm that
iteratively searches for the optimum pmin as shown in Alg.1.
This algorithm basically starts assuming a pmin as per (3) –
see line 1 – and increments it by steps of lmax – see line 11.
For each value of pmin, it checks whether Theorem 1 holds or
not – see lines 7 to 10. Note that all pi can be found for the
given pmin using Lemma 2 – see lines 2 to 4. If Theorem 1
holds, the algorithm stops and returns the current value of pmin

– see line 18. If not, it increments pmin until it reaches the
value of (4) which is proven to be safe – see line 6.

Fig. 4 shows the minimum inter-packet times calculated
using (4) and found using Alg. 1. Both the calculated and
optimized inter-packet times increase quadratically with the
number of transmitter nodes; however, Alg. 1 allows reducing
the separation between two packets for n > 3.

Once we have found pmin either by using directly Theo-
rem 3 or Alg. 1, we can use Lemma 2 to obtain each pi. Note
that this choice of pi allows meeting dmax, if and only if the
following corollary holds for it.

Corollary 2: Let us consider a set of n independent
transmit-only nodes. Each of them will be able to send a
sequence of n packets within dmax if the following condition
holds for 1 ≤ i ≤ n:

dmax ≥ (n− 1)× pi + lmax, (5)

where pi is the (constant) inter-packet time of the i-th node.

Proof: A node i sends n packets with constant inter-
packet time pi. If it starts sending its first packet at time t0,
it will send its subsequent n− 1 packets at times t0 + ki × pi
where 1 ≤ ki ≤ n−1. Node i finishes sending its n-th packet
at time t0 + (n− 1)× pi + lmax. The corollary follows.

V. EXPERIMENTAL RESULTS

In this section, we present our experimental results com-
paring the proposed technique with other possible methods. To
this end, we have performed a simulation based on the OM-
NeT++ network simulation framework [16] and an extension
for mobile and wireless networks named MiXiM [17]. This
allows us to effectively simulate our network with different
physical parameters and to record statistical values for very
large numbers of transmissions.

We assume that the network has been set up correctly in a
way that physical effects, such as fading, shading and reflection
of radio waves do not cause packet loss and can therefore
be neglected. The data rate of transmission has been fixed to
128 kbit/s and the packet size is 3 bytes (8 bits for identifier,
8 bits for data, and 8 bits for check sum). The transmission
time of a single packet takes consequently 187.5 µs, i.e., this
is the value of lmax.

The simulated network consists of one receiver and a
selectable number of n transmitters that are all within range
of one another and, hence, interfere with one another. The
receiver node is a simple data sink, whereas transmitter nodes
are data sources that transmit packets with a certain pattern
according to the compared algorithms as explained below.

All transmitter nodes run independently of one another and
are triggered by random time events to ensure that different
possible combinations of packet transmissions are considered.
Recording and processing of simulation data is done by the
framework at runtime. In particular, the time stamps of the
different packets sent are compared to determine whether
packets overlap and, hence, get lost.

We consider the following three transmission packet trans-
mission schemes and compare them in the simulation:

• The single algorithm is a simple method, in which a
single packet is transmitted followed by a transmission
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Fig. 4. Minimum inter-packet times in packet lengths (i.e., lmax) calculated
according to (4) and optimized with Alg. 1. The inter-packet times increase
quadratically with the number of transmitter nodes.
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Fig. 5. The amount of lost packet sequences of the three compared algorithms
is depicted. Each algorithm was executed for different numbers of transmitter
nodes (n); for each value of n, 100,000 different packet sequences have been
simulated.

pause of 0.5 s to 0.6 s. This algorithm is easy to
implement and the most resource-efficient on a given
node.

• The random algorithm transmits n packets with ran-
dom inter-packet times that are uniformly distributed
between 1ms and 15ms. After n packets have been
sent, this algorithm implements a transmission pause
with a random length between 1ms and 15ms.

• The proposed algorithm is our algorithm as presented
in Section IV, where inter-packet times are chosen
according to (4) and (2).

These three algorithms were evaluated with respect to
different numbers of transmitter nodes in our OMNeT++
simulation network. Fig. 5 shows how many packet sequences
are lost with the different algorithms as n increases. For
the simple algorithm, the amount of packet sequences lost
increases with a rising number of transmitters. This is due the
fact that the capacity of the communication channel is limited
because of the fixed transmission interval with a maximum of
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Fig. 6. The amount of lost packets per sequence is depicted for the
random and our proposed algorithm. Each algorithm was executed for different
numbers of transmitters (n); each time 100,000 packet sequences have been
simulated.

0.6 s. Consequently, a higher load leads to a higher collision
probability.

For the random algorithm, a different behavior is observed:
It first starts with a relatively high collision probability, which
decreases until its minimum at n = 10 and rises again for
higher n. For n > 53, the packet loss is higher than for
the single algorithm. This big amount of packet sequence
losses for low n can be explained by the low packet numbers
per sequence. As n increases, the collision probability first
decreases due to a greater number of packets sent; however,
it rises again for n > 10. This is because the communication
channel starts being flooded with packets and hence a random
choice of inter-packet times stops being effective.

Although packet sequences are rarely lost in the shown
experiments, both the single and the random algorithm cannot
prevent these losses and, thus, cannot guarantee a fully reliable
communication. In contrast to this, our proposed algorithm
guarantees that at least one packet is always successfully
received independent of the number of transmitters. Of course,
this comes at the cost of longer inter-packet times as discussed
before. The more transmitters are considered, the longer the
communication delay, i.e., the longer it takes until a packet
reaches its receiver in the worst case. However, on average,
not always the last packet of a sequence reaches the receiver
and delays should be better than the worst case.

The previous Fig. 5 regarded the loss of packet sequences
by the different algorithms. Next we compare how many pack-
ets are lost on average within a packet sequence. Fig. 6 shows
our results for the random and our proposed algorithm. Note
that the single algorithm is not included in this comparison,
since it does not send a sequence of packets but just only one.

The proposed algorithm starts at a relatively high number
of packets lost in a sequence and decreases for greater n. This
can be explained by the low number of packets sent at the
beginning: loosing one of two packets is equal to 50% packet
loss, whereas loosing one out of 100 is equal to only 1% loss.
The amount of packet losses in a sequence then decreases for
higher n due to the longer inter-packet times.
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Fig. 7. The average delay for receiving a packet in numbers of lmax is
depicted for the random and our proposed algorithm. Each algorithm was
executed for different numbers of transmitters (n); each time 100,000 packet
sequences have been simulated.

The random algorithm starts at a low number of lost
packets in a sequence; however, it rapidly increases until it
stabilizes at over 95% for n > 65 – see Fig. 6. In the case of
the random algorithm, the communication channel saturates for
high n and, hence, the collision probability increases. In other
words, choosing random inter-packet times is not efficient for
high numbers of transmitters.

Fig. 7 depicts the average message delay for the random
and proposed algorithm, measured by the time from activation
of transmission (first packet) until the end of the first received
packet. As expected, the delay of the random algorithm in-
creases with n due to its inefficient use of the limited channel
capacity. In contrast to this, our proposed algorithm has a very
low delay, which slightly decreases for higher n. The behavior
matches with our previous conclusion from Fig. 6. Overall,
this means that, to achieve reliability, our proposed algorithm
transmits a high number of redundant packets.

VI. CONCLUDING REMARKS

In this paper, we proposed a technique for designing
reliable home-automation networks based on unidirectional
nodes, i.e., nodes with either the capability of transmitting
or receiving data packets. In contrast to approaches from the
literature, where complex communication mechanisms need to
be implemented, the proposed technique allows for reliable
communication by construction.

More specifically, our technique consists in each transmit-
only node sending a sequence of n packets – proven to be
the worst case – with constant inter-packet time pi, being n
the number of transmit-only nodes that can interfere with each
other. Considering that interference from outside the network
is negligible, we proved that it is possible to select inter-packet
times such that it can always be guaranteed that at least one
packet of each node reaches its corresponding receiver on time.

In addition, we presented a set of experimental results
based on an OMNeT++ simulation. Our experiments show

that the proposed technique never leads to packet losses and
validate the presented analysis.
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